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## Version:

This work ${ }^{1}$ focuses on self-stabilizing algorithms for mutual exclusion and leader election - two fundamental tasks for distributed systems. Self-stabilizing systems are able to recover by themselves, regaining their consistency from any initial or intermediary faulty configuration.

The proposed algorithms are designed for any directed, anonymous network and stabilize under any distributed scheduler. The algorithms keystone is the token management and routing policies. In order to break the network symmetry, randomization is used. The space complexity is $O\left(\left(D^{+}+D^{-}\right) \cdot(\log (\operatorname{snd}(n))+2)\right)$ where $n$ is the network size, $\operatorname{snd}(n)$ is the the smallest integer that does not divide $n$ and $D^{+}$and $D^{-}$are the maximal out and in degree respectively. It should be noticed that $\operatorname{snd}(n)$ is constant on the average and equals 2 on odd size networks.
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## 1. INTRODUCTION

In a distributed system, several processors cooperate to achieve some global task. A prerequisite for cooperation is to implement a distributed control, i.e. reaching or maintaining a global predicate despite of partial (or local) access to the system state. Token circulation and leader election algorithms constitute well-known examples of global tasks. The former manages the fair circulation of exactly one token, while the latter consists in distinguishing one processor called the leader. The fair circulation

[^0]of exactly one token can be used to solve the mutual exclusion problem. Once a leader is elected, many other tasks can be solved using a centralized control (for instance, resource allocation or synchronization).

Self-stabilization is a framework for dealing with channel or memory transient failures. After a failure, the system is allowed to temporarily exhibit an incorrect behavior, but after a period of time (as short as possible) it must behave correctly, without external intervention. A self-stabilizing leader election or token circulation protocol starting, for example, in a symmetric configuration requires a way to break the symmetry. The id-based systems (every processor has an unique identifier) prevent the existence of symmetric configurations. In anonymous systems (all processors are identical), the symmetry can only be broken by randomization [?].

Related works. Self-stabilization was introduced by Dijkstra in [?]; three selfstabilizing deterministic token circulation algorithms for semi-uniform systems are presented. In a semi-uniform algorithm, some specific processors do not perform the same algorithm as the other processors. In [?], Israeli and Jalfon provide a token management policy and a graph traversal scheme (token routing scheme) yielding self-stabilizing mutual exclusion for undirected (bidirectional) networks. In order to break symmetry they use the random walks technique described by Aleliunas et al. in [?]. Self-stabilizing token circulation algorithms coping with anonymous systems are presented in [?, ?]. These solutions are designed for directed (unidirectional) rings. In [?], Herman presents an algorithm for odd size rings. In [?], Beauquier et al. present an algorithm which ensures token circulation on directed rings of any size. To guarantee the presence of a token in the ring the smallest non divisor of $n$ ( $n$ being the network size), snd $(n)$ - the "magic" number as it was defined in [?] - is used. Alstein et al. present in [?] two mutual exclusion algorithms for directed arbitrary networks with identifiers requiring the preprocessing of a spanning tree. Kakugawa and Yamashita present in [?] a self-stabilizing token circulation protocol under unfair scheduler on rings. In [?], Durand-Lose reports an original token management solution on undirected networks which ensures the existence of a single token in the network (the "magic number" is also used). Random walks are used for breaking symmetry. The space complexity of this protocol is $O(D \cdot \log (\operatorname{snd}(n)))$ where D is the maximal processor's degree. In [?], Rosaz presents a randomized mutual exclusion algorithm in the message passing model. The solution has a polynomial stabilization time. Awerbuch and Ostrovsky present in [?], a self-stabilizing leader election protocol on undirected id-based networks. It requires $\log ^{*}(N)$ states per processor ( $N$ is the network size). A basic protocol is given, requiring $N$ states per processor, and the result is obtained by using a data structure that stores distributively the variables. In an appendix of [?], Itkis and Levin use another data structure based on the Thue-Morse sequence, requiring $O(1)$ bits per edge to store, in a distributed manner, variables having possibly $N$ values. These two last algorithms require undirected networks. Assuming that the deadlock freedom property is guaranteed externally, Mayer et al. propose in [?] a randomized self-stabilizing leader election protocol in the message passing model. In [?], Dolev et al. present two leader election protocols in complete networks. The protocols are self-stabilizing under read/write atomicity. Using the scheduler-luck game technique, polynomial bounds for the stabilization time are provided. In [?] a dynamic leader election algorithm under read/write atomicity is reported by Dolev et al.. Randomization is used for breaking symmetry but an unbounded memory space is required. Beauquier et al. propose in [?] a space optimal leader election on
the ring topology. The propose bound for the space complexity is $O(\log (\operatorname{snd}(n)))$.

Our Contributions. We propose a self-stabilizing token circulation algorithm and a leader election algorithm under an arbitrary scheduler for any anonymous directed network : there is no requirement on the scheduler and on the network topology (except strong connectivity). The optimality of the result is proven in [?] for the ring topology. Protocols are based on a token management policy that guarantees the presence of at least one token. We also provide a token routing policy which ensures the token circulation. The token routing policy provides an upper bound for the number of steps executed by a processor between two successive steps of any other processor. This policy is used in the automatic construction of Algorithm 6.2 - self-stabilizing leader election under an arbitrary scheduler. A probabilistic version of token circulation (Algorithm 4.1) yields a mutual exclusion protocol. The space complexity of our algorithms is $O\left(\left(D^{+}+D^{-}\right) \cdot(\log (\operatorname{snd}(n))+2)\right)$ bits per processor where $D^{+}$and $D^{-}$are the maximal out and in network degrees. It should be noticed that $\operatorname{snd}(n)$ is constant on the average and equals 2 on odd-size networks.

## 2. MODEL

Transition System. A distributed system is a collection of intercommunicating state machines. We model a distributed system as a transition system $T S=$ ( $\Sigma, C, T, I$ ) where $\Sigma$ is an alphabet, $C$ is the set of system configurations, $T \subseteq C \times C$ is the set of transitions and $I \subseteq C$ is the set of initial configurations. Each transition of $T$ is labeled with a symbol from $\Sigma$. A probabilistic distributed system is a distributed system where a probabilistic distribution is defined on transitions.

A computation $e$ of $T S$ starting in a configuration $c_{1} \in I$ is a maximal sequence of transitions $e=\left(\left(c_{1}, c_{2}\right),\left(c_{2}, c_{3}\right) \ldots\right)$ such that $\left(c_{i}, c_{i+1}\right) \in T, \forall i \geq 1$. The length of a finite prefix $h$ of a computation is denoted by length $(h)$, the last configuration in $h$ is represented by last ( $h$ ), and the first configuration in $h$ is first ( $h$ ) (first can be also used for an infinite computation). A computation factor is a finite sequence of computation steps. If $h$ and $x$ are computation factors such that $\operatorname{first}(x)=\operatorname{last}(h)$ then $h x$ denotes the factor corresponding to the sequence $h$ followed by $x$.

Let $c$ be a system configuration. A TS-tree rooted in $c, \mathcal{T}$ ree $(c)$, is the treerepresentation of all computations starting from $c$. Let $n d_{1}$ be a node in $\mathcal{T}$ ree $(c)$, the $\alpha$-branch rooted in $n d_{1}$ is the set of all $\mathcal{T}$ ree $(c)$ computations starting in $n d_{1}$ having the first transitions labeled with $\alpha$ (a letter of $\Sigma$ ). The degree of $n d_{1}$ is the number of branches rooted in $n d_{1}$. A sub-TS-tree of degree 1 rooted in $c$ is a restriction of $\mathcal{T}$ ree $(c)$ in which any node has the degree 0 (i.e. there is a deadlock) or 1 . On a sub-tree of degree 1 of a probabilistic distributed system, the set of first transitions of a branch is the base set for a discrete probabilistic space. Any transition in this set has a positive probability and the sum of probabilities is 1 for every node.

Scheduler and strategy. A scheduler is usually presented in the literature (see [?], [?], [?]) as an adversary for a distributed system which "chooses" at each configuration the next transition. Classically, a scheduler is defined as a function over the distributed system executions which, for a given configuration, returns the next transition. In the process of choosing a transition, a scheduler may have access


FIG. 1 The beginning of $\mathcal{T} r e e(c)$ of the Algorithm 4.1
to partial or total information on the system history. Note that some important scheduler types cannot be modeled as functions over the finite history of system executions, like for instance the fair scheduler.

In the model that we use, a scheduler is a predicate over the system computations. This definition copes up with any type of scheduler even with those having a dynamical behavior, according to the system evolution. In the sequel, we use the $k$-bounded scheduler (during a system computation, while a processor is enabled another processor can perform at most $k$ actions) and the distributed unfair scheduler (during a computation, some enabled processors may starve - they never perform an action).

The interaction between a scheduler and the distributed system generates what we call here strategies, defined as follows :

Definition 1 (Strategy). Let $T S$ be a transition system, let $A$ be a scheduler and let $c$ be a $T S$ configuration. A strategy rooted in $c$ is a sub-TS-tree of degree 1 of $\mathcal{T}$ ree $(c)$ such that any computation of the sub-tree verifies the scheduler $A$.

In Figure 1, we present the beginning of the $\mathcal{T}$ ree $(c)$ of the Algorithm 4.1 on the 4 -ring ( $\mathrm{p} 1, \mathrm{p} 2, \mathrm{p} 3$ and p 4 ). The Algorithm 4.1 provides a self-stabilizing token circulation. $c$ is the configuration where both processor p 1 and p 3 have a token. Figure 2 presents the beginning of a specific strategy of $\mathcal{T} r e e(c):$ at each step, all processors having a token perform their action.

Note that a $\mathcal{T} S$ tree can be decomposed in a infinity of strategies.
Let $s t$ be a strategy. An st-cone $\mathcal{C}_{h}$ corresponding to a prefix $h$ is the set of all possible computations in $s t$ with the same prefix $h$. The measure of an st-cone $\mathcal{C}_{h}$ is the measure of the prefix $h$ (i.e., the product of the probabilities of all the transitions occurring in $h$ ). An st-cone $\mathcal{C}_{h^{\prime}}$ is called a sub-cone of $\mathcal{C}_{h}$ if and only if $h^{\prime}=h x$, where $x$ is a computation factor.

In [?] it is proven, following the classical theory of probabilistic automata (see [?]), that for any strategy, it can be built a probabilistic space having the strategy as a base set.

Distributed system topology. Throughout this paper we consider distributed systems of $n$ intercommunicating computing devices mapped as a strongly connected directed graph $D G=(V, E)$ where $V$ is the set of graph nodes and $E$ the set of directed edges. Each node represents a computing device, also called processor. If $(p, q) \in E$ then $p$ is an in-neighbor of $q$ and $q$ is an out-neighbor of $p$ ( $p$ may send


FIG. 2 The beginning of a strategy from c of the Algorithm 4.1
some data to $q$ on $(p, q)$, but $q$ cannot). In the sequel, the set of node $p$ in-neighbors is denoted by $\operatorname{In}(p)$ and their number is denoted by $D^{-}(p)$. Similarly the set of out-neighbors is denoted by $\operatorname{Out}(p)$ and the number of those neighbors by $D^{+}(p)$. Any node $p$ in the network shares registers with its in and out neighbors. The node $p$ reads the shared registers with its in-neighbors (denoted $R_{i n}^{p}[q], q \in \operatorname{In}(p)$ ) and is allowed to freely perform write and read operations on the shared registers with the out-neighbors (denoted $R_{o u t}^{p}[z], z \in O u t(p)$ ). For a node $p$ all the edges oriented to its out-neighbors are called outgoing edges and all the edges oriented towards $p$ are called incoming edges.

Distributed algorithm. Any processor in a distributed system executes an algorithm which has two parts : a declarative part and a finite set of guarded actions part (i.e. label :: 〈guard $\rangle\langle$ statement $\rangle$ ). The values of local variables and outregisters of a processor define the processor current state. The guard of a processor $p$ is a boolean expression involving the state of $p$ and the values of $p$ 's in-neighbors registers. A guarded action (also called rule) is enabled if its guard is true. We assume that for any processor there is at most one enabled action at a time. A processor having an enabled action is also called enabled processor.

Our model deals with all kinds of atomic step. For instance, our model deal with the read/write atomicity ([?]) where a processor atomic step consists of an internal operation followed by either a read or a write operation (into a processor's out-register) but not both. The presented algorithms are designed for the model of composite atomicity where a processor atomic step contains both read and write operations : in one atomic step, a processor evaluates its guards and executes the statement of one enabled rule.

When an algorithm contains guarded actions with random outputs the algorithm is probabilistic (randomized) otherwise it is deterministic. The processors executing probabilistic algorithms are called randomized processors.

Distributed system versus transition system. Let $S$ be a distributed system. We model the distributed system $S$ by the transition system $T S$. A configuration of $T S$ is a vector containing the states of all processors from $S$. Let $c$ be a configuration of $T S$, a transition from $c$ is determined by the execution of one atomic step from $c$ by one or several processors. A local configuration is the part of a configuration that can be "seen" by a processor (i.e. its state and the state of its neighbors). A configuration is symmetrical if all processors have the same local configuration.

Probabilistic Self-Stabilizing Systems A probabilistic self-stabilizing system is a probabilistic distributed system satisfying two properties : probabilistic convergence (the system converges to configurations satisfying a legitimacy predicate) and correctness (all the computations starting from configurations satisfying a legitimacy predicate satisfies the system specification).

A predicate $P$ is closed for the computations of a distributed system if and only if when $P$ holds in a configuration $c, P$ also holds in any configuration reachable from $c$.

Notation 1. Let $\mathcal{S}$ be a system, $A$ be a scheduler and $s t$ be a strategy satisfying the predicate $A$. Let $C P$ be the set of all system configurations satisfying a closed predicate $P$ (formally $\forall c \in C P, c \vdash P$ ). The set of computations of $s t$ that reach configurations in $C P$ is denoted by $\mathcal{E} \mathcal{P}_{s t}$ and its probability by $\operatorname{Pr}_{s t}\left(\mathcal{E} \mathcal{P}_{s t}\right)$.

Definition 2 (Probabilistic Stabilization). A system $\mathcal{S}$ is self-stabilizing under a scheduler $A$ for a specification $S P$ if and only if there exists a closed legitimacy predicate $L$ on configurations such that in any strategy st of $\mathcal{S}$ under $A$, the two following conditions hold :
(i) The probability of the set of computations of $s t$, starting from $c$, reaching in a finite number of steps a configuration $c^{\prime}$, such that $c^{\prime}$ satisfies $L$ is 1 (probabilistic convergence). Formally, $\forall s t, \operatorname{Pr}_{s t}\left(\mathcal{E} \mathcal{L}_{s t}\right)=1$
(ii) All computations, starting from a configuration $c^{\prime}$ such that $c^{\prime}$ satisfies $L$, satisfy $S P$ (strong correctness). Formally, $\forall s t, \forall e \in s t: e=e^{\prime} e^{\prime \prime}$ with $\operatorname{last}\left(e^{\prime}\right) \vdash L$ then $e^{\prime \prime} \vdash S P$.

Note that this definition is stronger than the one used in [?, ?] where the system correctness is probabilistic : for all strategies the probability of the set of computations reaching legitimate configurations and satisfying the system specification is 1. The probabilistic correctness will be called in the sequel weak correctness and systems satisfying a weak correctness will be called weak self-stabilizing systems.

Convergence of Probabilistic Stabilizing Systems Based on previous works on the probabilistic automata (see [?], [?], [?]) [?] presents a detailed framework for proving self-stabilization of probabilistic distributed systems. A key notion is local convergence denoted $L C$. The $L C$ property is a progress statement as those presented in [?] (for the deterministic systems) and [?] (for the probabilistic systems). Informally, the $L C$ property for a probabilistic self-stabilizing system and two predicates $P_{1}$ and $P_{2}$ means that starting in a configuration satisfying $P_{1}$, the system will reach a configuration which satisfies a particular predicate $P_{2}$, in a bounded number of computation steps with positive probability. Formally the local convergence property is defined as follows :

Definition 3 (Local Convergence). Let st be a strategy, $P_{1}$ and $P_{2}$ be two predicates on configurations, where $P_{1}$ is a closed predicate. Let $\delta$ be a positive probability and $N$ a positive integer. Let $\mathcal{C}_{h}$ be a st-cone with last $(h) \vdash P_{1}$ and let $M$ be the set of sub-cones $\mathcal{C}_{h^{\prime}}$ of the cone $\mathcal{C}_{h}$ such that for every sub-cone $\mathcal{C}_{h^{\prime}}: \operatorname{last}\left(h^{\prime}\right) \vdash P_{2}$ and length $\left(h^{\prime}\right)-$ length $(h) \leq N$. The cone $\mathcal{C}_{h}$ satisfies $L C$ $\left(P_{1}, P_{2}, \delta, N\right)$ if and only if $\operatorname{Pr}_{s t}\left(\bigcup_{\mathcal{C}_{h^{\prime}} \in M} \mathcal{C}_{h^{\prime}}\right) \geq \delta$.

Now, if in strategy st, there exist $\delta_{s t}>0$ and $N_{s t} \geq 1$ such that any st-cone, $\mathcal{C}_{h}$ with last $(h) \vdash P_{1}$, satisfies $L C\left(P_{1}, P_{2}, \delta_{s t}, N_{s t}\right)$, then the main theorem of the framework presented in [?] states that the probability of the set of computations of st reaching configurations satisfying both $P_{1}$ and $P_{2}$ is 1 . Formally :

Theorem 1. [?] Let st be a strategy. Let $P_{1}$ and $P_{2}$ be closed predicates on configurations such that $\operatorname{Pr}_{s t}\left(\mathcal{E} \mathcal{P}_{1}\right)=1$. If $\exists \delta_{s t}>0$ and $\exists N_{s t} \geq 1$ such that any st-cone $\mathcal{C}_{h}$ with last $(h) \vdash P_{1}$, satisfies the $L C\left(P_{1}, P_{2}, \delta_{s t}, N_{s t}\right)$ property, then $\operatorname{Pr}_{s t}(\mathcal{E P})=1$, where $P=P_{1} \wedge P_{2}$.

Remark 1. If any strategy, st, of a distributed system satisfies $L C\left(P R 1, P R 2, \delta_{s t}, N_{s t}\right)$ with $P R 1$ the true predicate (verified by any configuration) and $P R 2$ being the legitimacy predicate then the system satisfies the probabilistic convergence as defined in Definition 2.

## 3. TOKEN MANAGEMENT AND TOKEN ROUTING POLICY

The notions of token management and token routing policies were introduced for self-stabilizing systems in [?]. In order to implement a token management, one needs to design a pattern that (i) allows a processor to decide if it has a token through its local information (its state, and the out-registers of its out-neighbors). But also, the pattern should ensure that there is always at least one token in the network. In [?] it is suggested to use "the magic" number (the smallest non divisor of the network size) for solving this problem. [?] deals with undirected general graphs and directed rings. In this section, we present a token management and token routing policies for general directed graphs.

### 3.1. Token management policy

A "token" is represented by a predicate. A processor with the "token" predicate true is said to be "privileged". The self-stabilizing systems achieving mutual exclusion or leader election needs to guarantee that in the system there is always a privileged processor. Descriptions of such predicates can be found in [?] for directed rings and [?] for undirected networks. In the following, we define the token predicate for directed networks.

### 3.1.1. Token definition

We define tokens for directed networks and then, prove that there is at least one token in any system configuration.

Notation 2. Let $\operatorname{snd}(n)$ be the smallest non divisor of $n$ (the number of processors). Let $\Delta T_{p}$ be the difference (modulo snd(n)) between the sum of in-register
values and the sum of out-register values of a processor $p$. Formally :

$$
\begin{equation*}
\Delta T_{p}=\left(\sum_{q \in \operatorname{In}(p)} R_{i n}^{p}[q]-\sum_{q \in \operatorname{Out}(p)} R_{o u t}^{p}[q]\right) \bmod \operatorname{snd}(n) . \tag{1}
\end{equation*}
$$

Definition 4. A processor $p$ holds a token if and only if $\Delta T_{p} \neq 1$. A processor holding a token is a privileged processor.

Using the same reasoning as in [?] or [?], we find out that this convention is sufficient to guarantee the presence of at least one token in any configuration.

Lemma 1. Let $D S$ be a distributed system. In any $D S$ configuration there is at least one privileged processor.

Proof. Suppose that there is no privileged processor, hence $\Delta T_{p}=1$ for any processor $p$ in the network. By summing the $\Delta T_{p}$ for all $p$, we get:

$$
\begin{equation*}
\sum_{p \in V}\left(\sum_{q \in \operatorname{In}(p)} R_{i n}^{p}[q]-\sum_{q \in O u t(p)} R_{o u t}^{p}[q]\right)=0=n \bmod \operatorname{snd}(n) . \tag{2}
\end{equation*}
$$

Equation (2) means that $\operatorname{snd}(n)$ divides $n$ which is impossible from the definition of $\operatorname{snd}(n)$.

### 3.1.2. Switch technique

Passing a token from a processor $p$ to one of its out-neighbors is made according to the switch technique ([?]). Suppose without loss of generality, that the outgoing edges of a processor are labeled $0,1, \ldots D^{+}(p)-1$. A processor passes the tokens that it receives according to this labeling : if the last token has been passed on the edge $i$ then the next one will be passed on the edge $(i+1) \bmod D^{+}(p)$.

Token passing. A processor $p$ passes a token to an adjacent processor $q \in$ Out $(p)$ by modifying the value of $R_{\text {out }}[q]$ in the following way : $R_{o u t}^{p}[q]=R_{o u t}^{p}[q]+$ $\Delta T_{p}-1$. Hence the new value of $\Delta T_{q}$ is increased by $\Delta T_{p}-1$ and the new value of $\Delta T_{p}$ is set to 1 : the token is passed from $p$ to $q$.

Tokens meeting. When two tokens are passed to the same processor $q$, then $\Delta T_{q}$ is increased twice. Either the tokens annihilate each other, or they merge into a single token. The same phenomenon happens when a processor $q$ having a token receives another token.

Remark 2. The number of tokens in a network does not increase.

### 3.2. Fair token routing policy

The fair token routing policy is provided by Algorithm 3.1 which performs token circulation in deterministic networks. Due to the particular encoding of a token one or more tokens are always present. A processor holding a token sends it deterministically to one of its out-neighbors. The interesting property of the algorithm is that, even if the scheduler is unfair, in any computation each processor receives infinitely many often a token. Algorithm 3.1 will be used later, in a hierarchical composition for ensure fairness from an unfair scheduler.

```
Algorithm 3.1 Fair token routing algorithm for processor \(p\)
Shared registers with the in-neighbors:
    \(R_{i n}^{F T}\left[1 . . D^{-}(p)\right]\) where \(R_{i n}^{F T}[i] \in[0, \operatorname{snd}(n)-1]\)
```

Shared registers with out neighbors :
$R_{\text {out }}^{F T}\left[1 . . D^{+}(p)\right]$ where $R_{\text {out }}^{F T}[j] \in[0, \operatorname{snd}(n)-1]$

## Variables on $p$ :

direction ${ }^{F T} \in\left[0, D^{+}(p)-1\right]$ (the outgoing direction of the last sent fair token)

## Functions :

$\Delta F T=\left(\sum_{q \in \operatorname{In}(p)} R_{\text {in }}^{F T}[q]-\sum_{q \in O u t(p)} R_{o u t}^{F T}[q]\right) \bmod \operatorname{snd}(n)$
Macros:
New_Dir_Fair_Token $:: \quad$ direction ${ }^{F T}:=\left(\right.$ direction $\left.^{F T}+1\right) \bmod D^{+}$
Pass_Fair_Token $:: R_{\text {out }}^{F T}\left[\right.$ direction $\left.^{F T}\right]:=\left(R_{\text {out }}^{F T}\left[\right.\right.$ direction $\left.{ }^{F T}\right]+$

$$
\Delta F T-1) \bmod \operatorname{snd}(n)
$$

## Predicates:

Fair_Token $\equiv[\Delta F T \neq 1]$

## Action :

$\mathcal{F} A::$ Fair_Token $\longrightarrow$ New_Dir_Fair_Token; Pass_Fair_Token

Algorithm 3.1 description. Description is very simple. In any system configuration there is a processor holding a token according to the Definition 4. It can pass this token according to the switch technique. The switch technique in encoded in the macro New_Dir_Fair_Token $(p)$ where the new destination for the token is computed.

Algorithm 3.1 analysis. The switch technique guarantees that in any computation, any processor holds a token infinitely many times (fairness of the token circulation). Moreover, the number of steps taken by the other processors between two successive actions of a given processor is bounded.

Lemma 2. Let e be an arbitrary computation of Algorithm 3.1 starting in a configuration $c$ with $m$ tokens $(1 \leq m \leq n)$. Let $p$ be a processor holding a token in $c$. Any in-neighbor $p_{j}$ of $p, p_{j} \in \operatorname{In}(p)$, executes at most $m \cdot D^{+}\left(p_{j}\right)$ actions between two consecutive actions of $p$ in $e$

Proof. Let us consider a factor $f$ of computation $e$ such that $f$ starts by a $p$ action, finishes by a $p$ action too, and along the factor $f$ the processor $p$ does not execute any action. Let us determine the maximal number of actions which can be done by $p_{j}$ in $f$. Every execution of a $p_{j}$ action produces a token passage to one of the $p_{j}$ out-neighbors chosen according to the switch technique (direction ${ }^{F T}$ is incremented). Therefore after at $\operatorname{most} D^{+}\left(p_{j}\right)$ actions of $p_{j}$ a token will be sent to the processor $p$. Processor $p$ keeps the token until the end of $f$ since $p$ is not activated. Assume that the processor $p_{j}$ executes again $D^{+}\left(p_{j}\right)$ actions hence another token is sent to the processor $p$. The processor $p$ may or not execute it
action - in the first case the factor $f$ ends and the number of actions executed by $p_{j}$ in $f$ is $2 \cdot D^{+}\left(p_{j}\right)$. In the second case $p$ keeps another token; thus, there are at most $m-2$ tokens that can freely move.

After at most $m \cdot D^{+}\left(p_{j}\right)$ actions of $p_{j}$ in $f$ the processor $p$ holds the only token in the network. Thus $p$ is the only processor which can execute an action; the factor $f$ has to end. The maximal number of actions executed by $p_{j}$ in $f$ is $m \cdot D^{+}\left(p_{j}\right)$.

Let us consider two processors $p$ and $q$. The distance between $p$ and $q$ (the length of a shortest directed path between $p$ and $q$ ) is denoted $\operatorname{dist}(p, q)$. Shortest_path $(p, q)$ denotes the set of processors on a shortest directed path from $p$ to $q$.

Lemma 3. Let e be an arbitrary computation of Algorithm 3.1 starting in a configuration with $m$ tokens. For any two distinct processors, $p$ and $q$, between two actions of $p$ the processor $q$ computes at most $\prod_{i=1}^{d} m \cdot D^{+}\left(q_{i}\right)$ where $q_{i} \in$ Shortest_path $(q, p)$ and $\operatorname{dist}(q, p)=d$.

Proof. We call the $i$-th processor on the shortest past between $q$ and $p$ is $q_{i}$, with $q=q_{1}$. From Lemma 2, we know that between two actions of $p$ the processor $q_{d}$ executes at most $m \cdot D^{+}\left(q_{d}\right)$ actions; and between two actions of $q_{d}$, the processor $q_{d-1}$ executes at most $m \cdot D^{+}\left(q_{d-1}\right)$. Therefore between two actions of $p$ the processor at distance 2 of $p$ executes its actions $m^{2} \cdot D^{+}\left(q_{d}\right) \cdot D^{+}\left(q_{d-1}\right)$ times. Repeating the reasoning, between two actions of $p$ the processor $q$ executes at most $\prod_{i=1}^{d} m \cdot D^{+}\left(q_{i}\right)$ actions where $q_{i} \in$ Shortest_path $(q, p)$.

Let us denote by $D^{+}$the maximal out degree of the network processors and by Diam the network diameter $\left(\operatorname{Diam}=\max _{p, q} \operatorname{dist}(p, q)\right)$.

Corollary 1. In any computation of Algorithm 3.1 starting in a configuration with $1 \leq m \leq n$ tokens, where $n$ is the network size, between two actions of $a$ processor any other processor executes at most $\left(m \cdot D^{+}\right)^{\text {Diam }}$ actions under any scheduler.

Lemma 4. Let e be a computation of Algorithm 3.1 starting in a configuration with $1 \leq m \leq n$ tokens, where $n$ is the network size. In e, any processor executes it action within
$(n-1)\left(m \cdot D^{+}\right)^{\text {Diam }}+1$ computation steps .
Proof. Let $p$ be an arbitrary processor. From the Lemma 3 and the Corollary 1, between two actions of $p$ another processor executes at most $\left(m \cdot D^{+}\right)^{\text {Diam }}$ actions. The system size is $n$ hence the processor $p$ executes it action after at most ( $n-$ 1) $\left(m \cdot D^{+}\right)^{\text {Diam }}$ computation steps.

Corollary 2. A processor computes the actions of Algorithm 3.1 infinitely often.

The following Corollary provides the bound for Algorithm 3.1 k -fairness defined as follows :

Definition 5. A distributed algorithm is $k$-fair if and only if on every computation, the two following properties hold : (i) every processor executes an action infinitely often and (ii) between any two actions of a processor, at most $k$ actions are executed by any other processor.

Corollary 3. Algorithm 3.1 is an $\left(n \cdot D^{+}\right)^{\text {Diam }}$-fair algorithm.

Proof. The proof results from the direct application of the Corollaries 1 and 2. $\quad$ I

The lemmas 4 provide also the bound for the length of a round in an arbitrary computation $e$ of Algorithm 3.1, defined as follows:

Definition 6. Let $e$ be a computation of Algorithm 3.1. A round in $e$ is a factor of $e$ in which any processor holds a token at least once.

Corollary 4. In any computation of Algorithm 3.1 the maximal bound for a round length is $B=(n-1) \cdot\left(n \cdot D^{+}\right)^{\text {Diam }}+1$

## 4. MUTUAL EXCLUSION UNDER A K-BOUNDED SCHEDULER

In the sequel, we present a self-stabilizing mutual exclusion algorithm under a k -bounded scheduler (Algorithm 4.1). A scheduler is k-bounded iff while a given processor is enabled, another processor can perform at most $k$ times its actions. This algorithm uses the routing policy previously presented but the token moves depend on a coin tossing.

### 4.1. Algorithm 4.1 description

The main difference with the random walks presented by Israeli and Jalfon in [?] is the fact that randomization is used here to decide whether or not the token will be sent (it is not used to decide to which of the neighbors it will be sent). The destination out-neighbor is still determined by the switch technique. The random walks method copes only with the undirected networks. Our method also copes with directed, strongly connected networks.

### 4.2. Algorithm 4.1 analysis

We prove Algorithm 4.1 weak self-stabilizing under a k-bounded scheduler for the mutual exclusion specification defined as follows :

Definition 7. [Token circulation specification - $\mathcal{S}_{T C}$ ] In the network "there is only one token" and any processor in the network holds the token infinitely often.

Let us denote by $\mathcal{L}_{T C}$ the following predicate over configurations: there is exactly one token. All the configurations of Algorithm 4.1 which satisfy Predicate $\mathcal{L}_{T C}$ are called legitimate configurations.

According to Remark 2, we have :
Lemma 5. The predicate $\mathcal{L}_{T C}$ is closed for Algorithm 4.1.

Convergence proof. In the following we prove Algorithm 4.1 convergence for $\mathcal{L}_{T C}$ under a k-bounded scheduler. In order to show the system convergence we prove that any system strategy st under a k-bounded scheduler verifies the local convergence property of Definition 3 for $\mathcal{L}_{T C}$.

Definition 8. Let $e$ be a computation of Algorithm 4.1. A round in $e$ is a factor in which a token visits all processors.

```
Algorithm 4.1 Routing protocol for the probabilistic token for processor \(p\)
Shared registers with the in-neighbors :
    \(R_{\text {in }}^{P T}\left[1 . . D^{-}(p)\right]\) where \(R_{i n}^{P T}[i] \in[0, \operatorname{snd}(n)-1]\)
```


## Shared registers with the out neighbors :

$R_{\text {out }}^{P T}\left[1 . . D^{+}(p)\right]$ where $R_{\text {out }}^{P T}[j] \in[0, \operatorname{snd}(n)-1]$

## Variables :

direction ${ }^{P T} \in\left[0, D^{+}(p)-1\right]$ (the previous direction of the probabilistic token)

## Functions :

$\Delta P T=\left(\sum_{q \in \operatorname{In}(p)} R_{\text {in }}^{P T}[q]-\sum_{q \in O u t(p)} R_{o u t}^{P T}[q]\right) \bmod \operatorname{snd}(n)$

## Macros:

New_Dir_Probabilistic_Token $::$ direction ${ }^{P T}:=\left(\right.$ direction $\left.^{P T}+1\right) \bmod D^{+}(p)$
Pass_Probabilistic_Token $:: R_{\text {out }}^{P T}\left[\right.$ direction $\left.^{P T}\right]:=\left(R_{\text {out }}^{P T}\left[\right.\right.$ direction $\left.{ }^{P T}\right]+$

$$
\Delta P T-1) \bmod \operatorname{snd}(n)
$$

## Predicates:

Probabilistic_Token $\equiv[\Delta P T \neq 1]$

## Actions

$\mathcal{A}::$ Probabilistic_Token $\longrightarrow$
if $(\operatorname{random}(0,1)=0)$ then $\{$ New_Dir_Probabilistic_Token;
Pass_Probabilistic_Token \}

Lemma 6. Let st be a strategy of Algorithm 4.1 under a $k$-bounded scheduler. There exist $\epsilon>0$ and $N \geq 1$ such that any st-cone verifies the property $L C\left(\right.$ true $\left., \mathcal{L}_{T C}, \epsilon, N\right)$.

Proof. Let $C_{h_{1}}$ be an arbitrary st-cone with $\operatorname{last}\left(h_{1}\right)=c_{1}$. Assume that the number of tokens in $c_{1}$ is $m$. Denote by $\left(p_{i}\right)_{i=1, \ldots, m}$ the processors holding these tokens. Consider the following scenario : the token held by processor $p_{1}$ (called token $t_{1}$ ) merges with the token held by the processor $p_{2}$ (called token $t_{2}$ ). We prove that : (i) the scenario holds with positive probability and (ii) the scenario is repeated until there is only one token in the network.

- We call $h_{2}$ the computation from last $\left(h_{1}\right)$ having the following properties : (1) when the scheduler chooses the processor holding the token $t_{1}$ the result of coin tossing is 1 (hence the token circulates); (2) when the scheduler chooses another token the result of coin tossing is 0 (the token is frozen) (3) the moving token reaches $p_{2}$ in the last configuration of $h_{2}$. In $\operatorname{last}\left(h_{1} h_{2}\right)$ the number of tokens is lesser than $m-1$.

The $t_{1}$ token circulates "pseudo-deterministically" : when a process holding the $t_{1}$ token, performs an action it releases the token. Therefore within $B$ computation steps of $t_{1}$, the $t_{1}$ token has reached all processors.

In the worst case, the scheduler chooses $t_{1}$ when it cannot do another choice : the other privileged processors have performed $k$ actions (the scheduler is $k$ -
bounded). Therefore, within $k \cdot(m-1)+1) \cdot B$ computation steps, the $t_{1}$ token reached all processors (i.e. has merged with another token). We have : $\operatorname{Pr}_{s t}\left(\mathcal{C}_{h_{1} h_{2}}\right) \leq \operatorname{Pr}_{s t}\left(\mathcal{C}_{h_{1}}\right) \cdot\left(\frac{1}{2}\right)^{(k \cdot(m-1)+1) \cdot B}$ and length $\left(h_{2}\right) \leq(k \cdot(m-1)+1) \cdot B$.

- By successive applications of the previous scenario we built some sub-cone $\mathcal{C}_{h_{m}}$. In last $\left(h_{m}\right)$, the number of tokens is $1, \operatorname{Pr}_{s t}\left(h_{m}\right) \geq \operatorname{Pr}_{s t}\left(h_{1}\right) \cdot\left(\frac{1}{2}\right)^{\left[(m-1)+\frac{k \cdot m \cdot(m-1)}{2}\right] \cdot B}$ and length $\left(h_{m}\right) \leq\left[(m-1)+\frac{k \cdot m \cdot(m-1)}{2}\right] \cdot B$
Therefore the property $L C\left(\right.$ true $\left., \mathcal{L}_{T C}, \epsilon, N\right)$ where $\epsilon \geq\left(\frac{1}{2} \frac{\frac{\left(k \cdot n^{2}+2 \cdot n\right) \cdot B}{2}}{}\right.$ and $N \leq$ $\frac{\left(k \cdot n^{2}+2 n\right) \cdot B}{2}$ is verified.

Remark 3. The previous result holds only under a $k$-bounded scheduler. Under an unfair scheduler, the Algorithm 5.1 does not converge to $\mathcal{L}_{T C}$. For example, on a directional ring, an unfair scheduler may have the following strategy : selects the same privileged processor till it passes its token; then selects another privileged processor till it passes its token, and so on. With this strategy, all the tokens move at the same speed in the ring; they will never merge.

## Lemma 7. Algorithm 4.1 has a finite expected stabilization time.

Proof. In order to establish the expected stabilisation time we use the technique presented in [?] and the $\epsilon$ value showed in Lemma $6, \epsilon \geq\left(\frac{1}{2} \frac{\left(k \cdot n^{2}+2 \cdot n\right) \cdot B}{2}\right.$ ( $B$ provided by Corollary 4). The expected stabilisation times is bounded by $\frac{1}{\epsilon} \leq 2^{\frac{\left(k \cdot n^{2}+2 \cdot n\right) \cdot B}{2}}$. ।

Remark 4. Note that majorations used in proving Lemma 6 are brutal, hence the provided exponential bound for the stabilisation time.

LEMMA 8. Let st be a strategy of Algorithm 4.1 under a $k$-bounded scheduler. There exist $R T>0$ and $\epsilon>0$ such that any st-cone $\mathcal{C}_{h}$ with last $(h)$ is a legitimate configuration has a sub-cone $\mathcal{C}_{\text {hh }}{ }^{\prime}$ with lenght $\left(h^{\prime}\right) \leq R T$ such that $h^{\prime}$ is a round and $\operatorname{Pr}_{s t}\left(\mathcal{C}_{h h^{\prime}}\right) \geq \operatorname{Pr}_{s t}\left(\mathcal{C}_{h}\right) \cdot \epsilon$.

Proof. Let $h^{\prime}$ be the computation from last $(h)$ where the only token moves at each computation step until the token has visited all processors. The probability of $\mathcal{C}_{h h^{\prime}}$ is $\epsilon_{1} \geq \operatorname{Pr}_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{B}$. As this scenario is "pseudo-deterministic" the token reaches all processors in at most $B$ computations steps, The length $\left(h^{\prime}\right) \leq B$. $\quad$

## From Lemmas 8 and Theorem 1, we get :

Corollary 5. In any strategy of Algorithm 4.1 under a $k$-bounded scheduler the probability of the set of computations satisfying : (1) a legitimate configuration is reached and (2) after reaching a legitimate configuration there are an infinite number of rounds, is 1 .

Corollary 6 (Correctness proof). In any strategy of Algorithm 4.1 the probability of the set of computations reaching a legitimate configuration and satisfying $\mathcal{S}_{T C}$ is 1 .

Theorem 2. Algorithm 4.1 is weak self-stabilizing for the specification $\mathcal{S}_{T C}$.
Proof. The weak correctness is provided by the Corollary 6, the convergence is provided by the Lemma 6 and the Theorem 1.

Remark 5. Algorithm 4.1 satisfies only the weak correctness. It could be easily transformed in a strong self-stabilizing algorithm using the technique reported in [?]. Clearly, the expected steps of stabilisation is exponential.

## 5. LEADER ELECTION UNDER A K-BOUNDED SCHEDULER

Informally, a self-stabilizing distributed system which solves the leader election problem must satisfy the property that once the system is stabilized there is only one, unchanged leader. Formally, this specification is defined as follows :

Definition 9 (Leader election specification - $\mathcal{S}_{L E}$ ). Let Leader_Mark be a predicate over the local configurations. Any computation, $e$, of a self-stabilizing system verifies the leader election specification if and only if the two following properties holds : (1) e reaches a configuration, where the Leader_Mark predicate is true for one and only one processor, $p$ (also called leader), and (2) in any configuration occurring afterward in $e, p$ is always the unique leader.

In the following, we present an algorithm for leader election which stabilizes under a $k$-bounded scheduler.

### 5.1. Algorithm 5.1 description

Algorithm 5.1 has two distinct layers of tokens. The first (respectively second) layer ensures the circulation of Leader_Mark (respectively Colored_Token) tokens following the routing policy of Section 4. Once the algorithm is stabilized, the Leader_Mark is frozen and the Colored_Token keeps circulating.

Colored_Token and Leader_Mark have a virtual "color" attribute. Each token has a different role and then colors are managed independently.

A processor holding a Leader_Mark token is considered as a leader. The color of the Leader_Mark token is the color of the processor holding it.

A Colored_Token is used in order to detect the presence of some other leaders. The value of the color attribute for Colored_Token is the color of the processor having passed the token (an in-neighbor of the processor holding the colored token). A processor, $p$, keeps a copy of the previous values of its in-registers (in the variable $O l d_{i n}^{C T}$ ), in order to find the sender of the colored token (only the sender changed the value of the corresponding out-register). When several colored tokens meet on the same processor, the color of the resulting colored token is the color of the first processor (according to the local switching order) that has sent a color token.

During its circulation a Colored_Token colors all the non leader processors with its color $\left(\mathcal{A}_{3}\right)$. A leader which has sent a Colored_Token waits until it returns. At that time, if the color of Colored_Token is the same as its color, then it stays a leader but goes on checking by randomly selecting a new color and starting a new circulation of the colored token (Action $\mathcal{A}_{2}$ ). In this case, it has no information telling it that it is not the single leader.

Since color is randomly selected, if there are several leaders in the network, a leader will eventually get a colored token that does not have its color. In this case, the leader passes its leadership and Colored_Token with a new randomly chosen color (Action $\mathcal{A}_{1}$ ). In this case it supposes that there are several leaders.

Once the algorithm is stabilized, there remains only one frozen leader and only one colored token which may circulate.

### 5.2. Algorithm 5.1 analysis

Let us define the following predicates over configurations :

- $\mathcal{L}_{C T} \equiv$ there is exactly one colored token;
$\overline{\text { Declaration } 1 \text { Registers, variables, predicates and macros for } p \text { executing Algo- }}$ rithm 5.1
Shared registers with the in-neighbors :
$R_{i n}^{L M}\left[1 . . D^{-}(p)\right]$ where $R_{i n}^{L M}[i] \in[0, \operatorname{snd}(n)-1]$ (for leader mark)
$R_{\text {in }}^{C T}\left[1 . . D^{-}(p)\right]$ where $R_{i n}^{C T}[i] \in[0, \operatorname{snd}(n)-1]$ (for colored token)
$R_{\text {in }}^{\text {color }}\left[1 . . D^{-}(p)\right]$ where $R_{\text {in }}^{\text {color }}[i] \in\{0,1\}$ (for the color)


## Shared registers with out-neighbors :

$R_{\text {out }}^{L M}\left[1 . . D^{+}(p)\right]$ where $R_{o u t}^{L M}[j] \in[0, \operatorname{snd}(n)-1]$ (for leader mark)
$R_{\text {out }}^{C T}\left[1 . . D^{+}(p)\right]$ where $R_{\text {out }}^{\text {Cut }}[j] \in[0, \operatorname{snd}(n)-1]$ (for color token)
$R_{\text {out }}^{\text {color }}\left[1 . . D^{+}(p)\right]$ where $R_{\text {out }}^{\text {color }}[j] \in\{0,1\}$ (for the color)

## Variables :

direction ${ }^{P T} \in\left[0, D^{+}(p)-1\right]$ (the previous direction of a probabilistic token)
Old $d_{\text {in }}^{C T}\left[1 . . D^{-}(p)\right]$ (the old values from the registers $R_{i n}^{C T}$ )
color is a boolean : $0=$ red and $1=$ green (the color of the processor $p$ )

## Functions

$\Delta L M=\left(\sum_{q \in \operatorname{In}(p)} R_{\text {in }}^{L M}[q]-\sum_{q \in \operatorname{Out}(p)} R_{\text {out }}^{L M}[q]\right) \bmod \operatorname{snd}(n)$
$\Delta C T=\left(\sum_{q \in \operatorname{In}(p)} R_{\text {in }}^{C T}[q]-\sum_{q \in O u t(p)} R_{o u t}^{C T}[q]\right) \bmod \operatorname{snd}(n)$
Macros:
New_Dir_Probabilistic_Token $::$ direction ${ }^{P T}:=\left(\right.$ direction $\left.^{P T}+1\right) \bmod D^{+}(p)$
Pass_Leader_Mark $:: R_{\text {out }}^{L M}\left[\right.$ direction $\left.^{P T}\right]:=\left(R_{\text {out }}^{L M}\left[\right.\right.$ direction $\left.^{P T}\right]+$ $\Delta L M-1) \bmod \operatorname{snd}(n)$
Pass_Colored_Token $:: R_{\text {out }}^{C T}\left[\right.$ direction $\left.{ }^{P T}\right]:=\left(R_{\text {out }}^{C T}\left[\right.\right.$ direction $\left.{ }^{P T}\right]+$
$\Delta C T-1) \bmod \operatorname{snd}(n)$
Update_Old $:: \forall i \in\left[1 . . D^{-}(p)\right] \operatorname{Old}_{\text {in }}^{C T}[i]:=R_{\text {in }}^{C T}[i]$
Randomly_Change_Color :: color $:=$ random(red, green);

$$
\forall j \in\left[1 . . D^{+}(p)\right], R_{\text {out }}^{\text {color }}[j]:=\text { color } ;
$$

Change_Color $::$ color $:=R_{\text {in }}^{\text {color }}[i]$, where $i \in\left[1 . . D^{-}(p)\right]$ such that

$$
\operatorname{Old}_{\text {in }}^{C T}[i] \neq R_{\text {in }}^{C T}[i] ; \forall j \in\left[1 . . D^{+}(p)\right], R_{\text {out }}^{\text {color }}[j]:=\text { color } ;
$$

## Predicates:

Leader_Mark $\equiv[\Delta L M \neq 1]$
Colored_Token $\equiv[\Delta C T \neq 1]$
Same_Color $\equiv\left[\right.$ color $=R_{\text {in }}^{\text {color }}[j]$ where $j \in\left[1 . . D^{-}(p)\right]$ such that

$$
\left.\operatorname{Old}_{i n}^{C T}[j] \neq R_{i n}^{C T}[j]\right]
$$

```
Algorithm 5.1 Randomized leader election algorithm under a k-bounded scheduler
Actions :
    \(\mathcal{A}_{1}::\) Leader_Mark \(\wedge\) Colored_Token \(\wedge \neg\) Same_Color \(\longrightarrow\)
        if \((\operatorname{random}(0,1)=0)\) then
            \{ Randomly_Change_Color; Update(Old);
                New_Dir_Probabilistic_Token; Pass_Leader_Mark;
                Pass_Colored_Token \}
    \(\mathcal{A}_{2}::\) Leader_Mark \(\wedge\) Colored_Token \(\wedge\) Same_Color \(\longrightarrow\)
        if \((\) random \((0,1)=0)\) then
            \{ Randomly_Change_Color; Update(Old);
                New_Dir_Probabilistic_Token; Pass_Colored_Token \}
    \(\mathcal{A}_{3}::\) Colored_Token \(\wedge \neg\) Leader_Mark \(\longrightarrow\)
        if \((\operatorname{random}(0,1)=0)\) then
            \{ Change_Color; Update(Old);
            New_Dir_Probabilistic_Token; Pass_Colored_Token \}
```

- $\mathcal{L}_{\text {Color }} \equiv(i)$ on any processor, for any value $j \in\left[1 . . D^{+}(p)\right]$, we have : $R_{o u t}^{\text {color }}[j]=$ color and (ii) on any processor, except the processor having the colored token $p$, we have $O l d_{i n}^{C T}=R_{i n}^{C T}$; and on $p$, for any value $j \in\left[1 . . D^{-}(p)\right]$, except one, we have : $\operatorname{Old}_{i n}^{C T}[j]=R_{\text {in }}^{C T}[j]$.
- $\mathcal{L}_{L M} \equiv$ there is exactly one leader mark;
- Same_Color $\equiv$ the unique leader mark and the unique colored token have the same color.

Definition 10. Let us denote by $\mathcal{L}_{L E}$ the predicate which is true when the following four predicates hold : (1) $\mathcal{L}_{C T}$, (2) $\mathcal{L}_{\text {Color }}$, (3) $\mathcal{L}_{L M}$, and (4) Same_Color.

A legitimate configuration for Algorithm 5.1 is a configuration satisfying the predicate $\mathcal{L}_{L E}$.

Remark 6. Predicates $\mathcal{L}_{C T}$ and $\mathcal{L}_{L M}$ are closed.
Lemma 9. Let st be a strategy of Algorithm 5.1 under a $k$-bounded scheduler. We have $\operatorname{Pr}_{s t}\left(\mathcal{L}_{C T}\right)=1$.

Proof. The colored token follows the routing policy as it was defined in the section 4. According to the Lemma 6: $\exists \delta_{s t}>0$ and $\exists n_{s t} \geq 1$ such that any st-cone satisfies the $L C$ (true, $\mathcal{L}_{C T}, \delta_{s t}, n_{s t}$ ) property. We get $\operatorname{Pr} r_{s t}\left(\mathcal{L}_{C T}\right)=1$ by Theorem 1. !

Lemma 10. Let st be a strategy of Algorithm 5.1; $\operatorname{Pr}_{s t}\left(\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {color }}\right)=1$.
Proof. Let $\mathcal{C}_{h}$ be an arbitrary cone of the strategy st such as last $(h)$ satisfies the predicate $\mathcal{L}_{C T}$. Let $\mathcal{C}_{h h^{\prime}}$ be an arbitrary sub-cone of $\mathcal{C}_{h}$. Let $p$ be a processor that has performed an action in $h^{\prime}$. After the $p$ 's action, $p$ satisfies (i) for any value $i \in\left[1 . . D^{+}(p)\right]$, we have : $R_{\text {out }}^{\text {color }}[j]=$ color and (ii) $O l d_{\text {in }}^{C T}=R_{\text {in }}^{C T}$ until one of its inneighbor gives it the colored token. In this case, on $p$, for any index $j \in\left[1 . . D^{+}(p)\right]$, but one (called $l$ ), $\operatorname{Old}_{i n}^{C T}[j]=R_{i n}^{C T}[j] . R_{i n}^{C T}[l]$ is the in-register of $p$ corresponding to the processor that has given the colored token to $p$.

We call $h^{\prime \prime}$ the computation from last $(h)$ where the colored token moves at each computation step until all processors have got the colored token. The configuration last $\left(x h^{\prime \prime}\right)$ verifies the predicate $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }}$. The probability to obtain the cone $\mathcal{C}_{h h^{\prime \prime}}$ is $\epsilon_{1} \geq \operatorname{Pr} r_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{B}$. The length $\left(h^{\prime \prime}\right) \leq B$. $\quad$ -

Lemma 11. Predicates $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }} \wedge \mathcal{L}_{L M}$ and $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }}$ are closed for Algorithm 5.1.

Proof. Let $e$ be an arbitrary execution of Algorithm 5.1. Let $c$ be a configuration satisfying the predicate $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }}$ in $e$. In $c$, only the processor $p$ that has the colored token has an index $l$ such that $\operatorname{Old}_{i n}^{C T}[l] \neq R_{i n}^{C T}[l]$. Only $p$ may perform an action. In all cases, after the action of $p$, the color out-register of $p$ has the same value as its color variable. After this action, either no variable value is changed : the predicate $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }}$ is still verified. Or $p$ updates the variable Old and gives the colored token to a neighbor $q$ : now only the processor $q$ has an index $l^{\prime}$ such that Old $_{i n}^{C T}\left[l^{\prime}\right] \neq R_{i n}^{C T}\left[l^{\prime}\right]\left(R_{i n}^{C T}\left[l^{\prime}\right]\right.$ being the out-register of $p$ shared with $\left.q\right)$. Therefore, the next configuration in $e$ is a configuration verifying $\mathcal{L}_{C T}$ and $\mathcal{L}_{L M}$. I

Remark 7. On a configuration $c$ verifying the predicate $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }}$, only Action $\mathcal{A} 1$ or $\mathcal{A} 2$ may change the color of the colored token.

Notation 3. Let us denote by $N \operatorname{Lead}(c)$ the number of leader marks in the configuration $c$.

Lemma 12. Let st be a strategy of Algorithm 5.1 under a $k$-bounded scheduler. There exist $\epsilon>0$ and $N \geq 1$ such that any cone of st, $\mathcal{C}_{h}$ with last $(h) \vdash \mathcal{L}_{C T} \wedge$ $\mathcal{L}_{\text {Color }}$, satisfies Local_Convergence $\left(\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }}, \mathcal{L}_{L M}, \epsilon, N\right)$.

Proof. Assume that last $(h)$ does not satisfy the predicate $\mathcal{L}_{L M}$. Hence $N \operatorname{Lead}(\operatorname{last}(h))=$ $m$ with $m>1$ and there is only one colored token in $\operatorname{last}(h)$. The proof has the following informal steps : (1) we prove that with positive probability the colored token meets for the first time a processor holding a leader mark, let us denote this leader mark by $l m_{1}$, ( 2 ) with positive probability the leader mark, $l m_{1}$ circulates in the network until it merges with another leader mark. And we repeat the steps (1) and (2) until there is exactly one leader mark in the network.

Assume that in last $(h)$ the colored token is not on a leader. We call $h^{\prime}$ the computation from last $(h)$ where the colored token moves at each computation step until it reaches a leader (Action $\mathcal{A} 3$ ). According to this scenario, the colored token is "pseudo-deterministic" : it moves at each computation step. The steps number to reach a leader is at most the length of a round of Algorithm 3.1. The probability of each computation step is $\left(\frac{1}{2}\right)^{B}$. The probability of the cone $\mathcal{C}_{h h^{\prime}}$ is $\epsilon_{1} \geq \operatorname{Pr}_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{B}$. The length $\left(h^{\prime}\right) \leq B$ where $B$ is the bound stated in Corollary 4. Once the colored token and the leader mark are on the same processor, there are two cases: (a) the colored token and the leader token have the same color, or (b) they have different colors ( $h h^{\prime}$ is now called H ).

- a case - Only Action $\mathcal{A}_{2}$ can be performed (by the leader having the color token - $p$ ). Let us called $q$ the next leader that the colored token will meet. We study the history $h^{\prime \prime}$ where (1) $p$ does not "choose" the color of $q$ and (2) the colored token moves at each computation step until it reaches $q$. At the end, of this history, the case $b$ is reached : the colored token and the leader mark are on the same processor, and they have different colors. The probability of the cone $\mathcal{C}_{H h^{\prime \prime}}$ is $\epsilon_{2} \geq \operatorname{Pr}_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{2 B+1}$. The length $\left(h^{\prime} h^{\prime \prime}\right) \leq 2 B$. Now, $H h^{\prime \prime}$ is called $H$.
- $b$ case - Only Action $\mathcal{A}_{1}$ can be performed (by the processor having the color token $-p$ ). The probability that the processor $p$ passes the both tokens to an out-neighbor $q$ (having the color col) and colors the colored token with a color different of col is $\frac{1}{4} . q$ is the same state as the $p$ state before the move. $q$ has the both tokens, but the color of the leader mark is not the color of the colored token. We call $h 1$ the computation from $\operatorname{last}(H)$ where the colored token and the leader mark move together until they meet another leader mark. The probability of the sub-cone $\mathcal{C}_{H h 1}$ of the cone $\mathcal{C}_{H}$ where $N \operatorname{Lead}(\operatorname{last}(H h 1))=m-1$ is $\epsilon_{3} \geq \operatorname{Pr}_{s t}\left(\mathcal{C}_{H}\right)\left(\frac{1}{2}\right)^{2 B}$ and length $(h 1) \leq B$.

The probability of the cone $\mathcal{C}_{h H_{1}}$ where $N \operatorname{Lead}\left(\operatorname{last}\left(h H_{1}\right)\right)=m-1$ is $\epsilon_{1}^{\prime} \geq$ $\operatorname{Pr} r_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{4 B+1}$. The length $\left(H_{1}\right) \leq 3 B$.

The probability of the cone $\mathcal{C}_{h H_{m-1}}$ where $N \operatorname{Lead}\left(\operatorname{last}\left(h H_{m-1}\right)\right)=1$ is $\epsilon_{m-1}^{\prime} \geq$ $\operatorname{Pr}_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{(m-1)(4 B+1)} . \quad N_{m-1}=$ length $\left(H_{m-1}\right) \leq 3(m-1) B$. Therefore, the property Local_Convergence $\left(\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }}, \mathcal{L}_{L M}, \epsilon_{m-1}, N_{m-1}\right)$ is satisfied.

According to the Theorem 1, we have :
Corollary 7. Let st be a strategy of Algorithm 5.1 under a $k$-bounded scheduler. We have $\operatorname{Pr}_{s t}\left(\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }} \wedge \mathcal{L}_{L M}\right)=1$.

LEMMA 13. The predicate $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }} \wedge \mathcal{L}_{L M} \wedge$ Same_Color is a closed predicate for Algorithm 5.1.

Proof. Let $c$ be a configuration satisfying the predicate $\mathcal{L}_{C T} \wedge \mathcal{L}_{\text {Color }} \wedge \mathcal{L}_{L M} \wedge$ Same_Color. In $c$, there is a unique leader mark and only one colored token. Both have the same color. Only Action $\mathcal{A} 2$ may change the color of the colored token. After that action, the both tokens have the same color.

Lemma 14. Let st be a strategy of Algorithm 5.1 under a $k$-bounded scheduler. There exist $\epsilon>0$ and $N \geq 1$ such that any cone of st, $\mathcal{C}_{h}$ such that last $(h) \vdash L_{C T}$ $\wedge L_{\text {Color }} \wedge L_{L M}$, satisfies Local_Convergence $\left(L_{C T} \wedge L_{\text {Color }} \wedge L_{L M}\right.$, Same_Color $\left., \epsilon, N\right)$.

Proof. Assume that last(h) does not satisfies the predicate Same_Color. There are two cases; in the first case the leader mark and the colored token are on different processors, while in the second one the colored token and the leader mark are on the same processor.

In the first case, let $h^{\prime}$ be the computation from $\operatorname{last}(h)$ where the colored token circulates until it reaches the leader. The probability of the cone $\mathcal{C}_{h h^{\prime}}$ is $\epsilon \geq$ $\operatorname{Pr}_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{B}$. The length $\left(h^{\prime}\right) \leq B$. Now both tokens are on the same processor. Assume now that the processors have different colors. The probability that $p$ gives the both tokens to an out-neighbor $q$ and colors the colored token with the $q$ 's color is $\frac{1}{4}$. After that, $q$ is a leader, $q$ has the colored token; and the colored token has the $q$ 's color.

Therefore the probability of cone $\mathcal{C}_{h h^{\prime \prime}}$ with last $\left(h h^{\prime \prime}\right) \vdash \mathcal{L}_{C T} \wedge \mathcal{L}_{C o l o r} \wedge \mathcal{L}_{L M} \wedge$ Same_Color is $\epsilon \geq \operatorname{Pr}_{s t}\left(\mathcal{C}_{h}\right)\left(\frac{1}{2}\right)^{B+2}$ and length $\left(h^{\prime \prime}\right) \leq B+1$.

## Lemma 15. Algorithm 5.1 has a finite stabilisation time.

Proof. Using Lemmas 6, 10, 12 and 14 the expected stabilisation time is bounded by $\frac{1}{\epsilon}$ where $\epsilon \leq\left(\frac{1}{2}\right)^{\frac{k n^{2}+10 n B+2 n+4 B+4}{2}}$ ( $B$ provided by Corollary 4$)$. Therefore the expected stabilization time of Algorithme 5.1 is finite.

Lemma 16. Any computation of Algorithm 5.1 starting in a legitimate configuration satisfies the specification $\mathcal{S}_{L E}$.

Proof. Let $e$ be a computation starting in a legitimate configuration $c$ - the predicate $\mathcal{L}_{L E}$ is satisfied by $c$. The only applicable rules are those where the leader mark is not moved $\left(\mathcal{A}_{2}\right.$ and $\left.\mathcal{A}_{3}\right)$, hence the problem specification is satisfied.

Theorem 3. Algorithm 5.1 is self-stabilizing for the specification $\mathcal{S}_{L E}$.
Proof. The convergence is given by Corollary 7, Lemmas 13 and 14 and Theorem 1. The correctness is given by Lemma 16.

## 6. TOKEN BASED ALGORITHMS UNDER AN UNFAIR SCHEDULER

In this section, we extend Algorithms 4.1 and 5.1 to cope up with unfair scheduler. For this purpose, the idea of cross-over composition (introduced in [?]) is used to compose Algorithms 4.1 and 6.2 with a $k$-fair algorithm (see Definition 5). Algorithm 3.1 is an $\left(n \cdot D^{+}\right)^{\text {Diam }}$-fair algorithm under any unfair scheduler. The cross-over composition guarantees that a stabilizing algorithm for specification $\mathcal{S P}$, that works under the $k$-bounded scheduler composed with a $k$-fair algorithm under an arbitrary scheduler, is stabilizing under any unfair scheduler for specification $\mathcal{S P}$.

The cross-over composition combines two algorithms -the weaker and the stronger - to get a new algorithm. The algorithms are considered stronger or weaker according to their properties toward the scheduler. When an algorithm needs a special scheduler then it is considered "weaker". By contrary, when the algorithm is preserving its properties even under an unfair scheduler then it plays the "stronger" role.

In this paper, the stronger (Algorithm 3.1) supports the stronger adversary (unfair scheduler), while the weaker (Algorithms 4.1 or 5.1 ) provides its specification (token circulation or leader election) under a weaker adversary (the $k$-bounded scheduler).

Algorithm 6.1, the result of cross-over composition between Algorithm 3.1 and Algorithm 4.1, has the following actions [ $\mathcal{A}$ is the label of Algorithm 4.1 rule and $\mathcal{F} A$ is the label of Algorithm 3.1 rule] :
$\mathcal{B}_{1}::<$ guard $\mathcal{A}>\wedge<$ guard $\mathcal{F} A>\longrightarrow<$ statement $\left.\mathcal{A}\right\rangle ;<$ statement $\mathcal{F} A>$ $\mathcal{B}_{2}:: \neg<$ guard $\mathcal{A}>\wedge<$ guard $\mathcal{F} A>\longrightarrow<$ statement $\mathcal{F} A>$

```
Algorithm 6.1 Randomized token circulation algorithm under unfair scheduler
Actions:
    \(\mathcal{B}_{1}::\) Fair_Token \(\wedge\) Probabilistic_Token \(\longrightarrow\)
        New_Dir_Fair_Token; Pass_Fair_Token;
        if \((\operatorname{random}(0,1)=0)\) then \(\{\) New_Dir_Probabilistic_Token;
                        Pass_Probabilistic_Token \}
    \(\mathcal{B}_{2}::\) Fair_Token \(\wedge \neg\) Probabilistic_Token \(\longrightarrow\)
        New_Dir_Fair_Token; Pass_Fair_Token;
```

Algorithm 6.2, the result of cross-over composition between Algorithm 3.1 and Algorithm 5.1, has the following actions $\left[\left(\mathcal{A}_{i}\right)_{i=1,4}\right.$ are the labels of the rules of

Algorithm 5.1]:
$\mathcal{C}_{1}::<$ guard $\mathcal{A}_{1}>\wedge<$ guard $\mathcal{F} A>\longrightarrow<$ statement $\mathcal{A}_{1}>;<$ statement $\mathcal{F} A>$
$\mathcal{C}_{2}::<$ guard $\mathcal{A}_{2}>\wedge<$ guard $\mathcal{F} A>\longrightarrow<$ statement $\mathcal{A}_{2}>;<$ statement $\mathcal{F} A>$
$\mathcal{C}_{3}::<$ guard $\mathcal{A}_{3}>\wedge<$ guard $\mathcal{F} A>\longrightarrow<$ statement $\mathcal{A}_{3}>;<$ statement $\mathcal{F} A>$ $\mathcal{C}_{4}:: \neg<$ guard $\mathcal{A}_{1}>\wedge \neg<$ guard $\mathcal{A}_{2}>\wedge \neg<$ guard $\mathcal{A}_{3}>\wedge<$ guard $\mathcal{F} A>\longrightarrow<$ statement $\mathcal{F} A>$

```
Algorithm 6.2 Randomized leader election algorithm under unfair scheduler
Actions:
    \(\mathcal{C}_{1}::\) Fair_Token \(\wedge\) Leader_Mark \(\wedge\) Colored_Token \(\wedge \neg\) Same_Color \(\longrightarrow\)
        New_Dir_Fair_Token; Pass_Fair_Token;
        if \((\operatorname{random}(0,1)=0)\) then
                    \{ Randomly_Change_Color; Update(Old);
                        New_Dir_Probabilistic_Token; Pass_Leader_Mark;
                    Pass_Colored_Token \}
    \(\mathcal{C}_{2}::\) Fair_Token \(\wedge\) Leader_Mark \(\wedge\) Colored_Token \(\wedge\) Same_Color \(\longrightarrow\)
        New_Dir_Fair_Token; Pass_Fair_Token;
        if \((\operatorname{random}(0,1)=0)\) then
            \{ Randomly_Change_Color; Update(Old);
                    New_Dir_Probabilistic_Token; Pass_Colored_Token \}
    \(\mathcal{C}_{3}::\) Fair_Token \(\wedge \neg\) Leader_Mark \(\wedge\) Colored_Token \(\longrightarrow\)
        New_Dir_Fair_Token; Pass_Fair_Token;
        if \((\operatorname{random}(0,1)=0)\) then
            \{ Change_Color; Update(Old); New_Dir_Probabilistic_Token;
                    Pass_Colored_Token \}
    \(\mathcal{C}_{4}::\) Fair_Token \(\wedge \neg\) Colored_Token \(\wedge \neg\) Leader_Mark \(\longrightarrow\)
        New_Dir_Fair_Token; Pass_Fair_Token;
```

Algorithms 6.1 and 6.2 description. Algorithms 6.1 and 6.2 are the result of cross-over composition between Algorithms 5.1 (the weaker) and 3.1 (the stronger). The composed algorithm containes an extra layer which ensures the algorithm convergence under any unfair scheduler.

Algorithm 6.1 and 6.2 analysis. In [?], it is proven that the cross-over composition between a probabilistic algorithm self-stabilizing for a specification $S P$ under a k-bounded scheduler, playing the weaker role, and a deterministic algorithm satisfying the k-fairness property, playing the stronger role, is a self-stabilizing algorithm for $S P$ under any unfair scheduler.

Theorem 4. Algorithms 6.1 and 6.2 are self-stabilizing for the specifications $\mathcal{S}_{T C}$ and $\mathcal{S}_{L E}$ respectively under an unfair scheduler.

Lemma 17. The stabilization time for Algorithms 6.1 and 6.2 is finite.
Proof. The expected stabilization time for Algorithms 6.1 and 6.2 is bounded by the values provided by Lemmas 7 and 15 with $k=\left(n \cdot D^{+}\right)^{\text {Diam }}$ and $B=$ $(n-1) \cdot\left(n \cdot D^{+}\right)^{\text {Diam }}+1($ corollaries 3 and 4$)$.

## 7. CONCLUSION

This work focuses on token based self-stabilizing algorithms. The considered networks are anonymous and directed. We present for this type of networks, a token management and routing policy as solutions to the open problem proposed by Israeli and Jalfon in [?]. Note that the current paper propose the first general solution for this problem. Moreover, we present self-stabilizing algorithms for mutual exclusion and leader election on anonymous, directed networks based on this policies. In order to break the symmetry we use randomization. One of the proposed algorithms is weak self-stabilizing for the mutual exclusion specification, another one is self-stabilizing for the leader election specification under any unfair distributed scheduler. Finally, we present a probabilistic analysis for the proposed algorithms.

All the results are summarized in the following table :

| Specification | Alg. | Scheduler | Correctness | Space Complexity (states) |
| :--- | :--- | :--- | :--- | :--- |
| Fair token circ. | 3.1 | unfair | deterministic | $n \cdot D^{+} \cdot s n d^{D^{+}}$ |
| Mutual exclusion | 4.1 | $k$-bounded | weak prob. | $n \cdot D^{+} \cdot s n d^{D^{+}}$ |
| Leader election | 5.1 | $k$-bounded | strong prob. | $n \cdot D^{+} \cdot 2^{D^{+}+1} \cdot s n d^{2 \cdot D^{+}+D^{-}}$ |
| Mutual exclusion | 6.1 | distrib. unfair | weak prob. | $n \cdot D^{+^{2}} \cdot s n d^{2 \cdot D^{+}}$ |
| Leader election | 6.2 | distrib. unfair | strong prob. | $n \cdot D^{+^{2}} \cdot 2^{D^{+}+1} \cdot s n d^{3 \cdot D^{+}+D^{-}}$ |

The space complexity of our algorithms is $O\left(\left(D^{+}+D^{-}\right) \cdot(\log (\operatorname{snd}(n))+2)\right)$ bits per processor. Note that $\operatorname{snd}(\mathrm{n})$ (the smallest non divisor of $n$ ) is constant in the average and equals 2 for odd size networks.

Notice that our algorithms are space optimal for the ring topology as it was proven in [?].
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