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Abstract. For any left-linear context-sensitive term rewrite system and
any regular language of ground terms I, we build a finite tree automa-
ton that recognizes a superset of the descendants of I, i.e. of the terms
reachable from I by context-sensitive rewriting.

1 Introduction

There is an increasing need for reliable methods to check security protocols and
computer programs (see [4, 5] for a survey). Such verification problems can often
be encoded with rewrite rules, and reduced to reachability problems [3]. Given
a set of rewrite rules R, a set of ground terms I, and a set of undesirable ground
terms BAD, it consists in computing the set (denoted R*(I)) of ground terms
that are reachable from I by R, and checking that R*(I) N BAD = {).

Ezample 1. Let R={f(z) = f(f(z)), a = b, ¢ = a}, I ={f(a)}, BAD = {c}.
Then R*(I) = {f*(a), fT(b)}, where f* denotes several occurrences of f (at
least one). Here the elements of BAD are not reachable, i.e. R*(I) N BAD = 0.

Several methods have been proposed to compute R*(I) exactly, or to over-
approximate it (see [11] for a survey). However, ordinary term rewriting is not
always powerful enough. Indeed, the operational semantics of functional pro-
grams can be expressed using Context-Sensitive Term Rewrite Systems (CS-
TRS), as described in [9,16]. In this framework, a set of argument numbers
wu(f) is associated to each function symbol f, which indicates the arguments
of f allowed to be reduced by rewriting. For instance, consider Example 1
again and let p(f) = 0. In this case, for each term of the form ¢t = f(...), it
is forbidden to rewrite the strict subterms of ¢. Thus, using context-sensitive
rewriting, RY,(I) = {f*(a)}. Now consider that the set of undesirable terms is
BAD = {f*(b)}, then R(I) N BAD' = () whereas R*(I) N BAD' # 0.

In this paper, we compute an over-approximation (say App) of Rj,(I), using
a finite tree automaton (i.e. a regular language), assuming that R is left-linear
and [ is regular. Thus, if App N BAD = (), we are sure that R (I) N BAD = {.
Our work is both an extension of [15], where I} (I) is computed in an exact way
assuming stronger restrictions (R is linear and right-shallow!), and an extension

! Le. in the rewrite rule right-hand-sides, every variable occurs at depth at most 1.
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of the completion of tree automata [10], in order to take p into account and to
avoid computing descendants forbidden by u (as much as possible).

Let us outline the main idea, using Example 1 again. Roughly?:

1. Our starting point is composed of the tree automaton
A=(2,Q,Q¢,A4)st. ¥ ={f,a,b,c}, Q= {qa,q} (states), Qf = {¢} (final
state), A = {a = qa, f(ga) — ¢} (transitions), which recognizes I = {f(a)},
and the rewrite system R = {f(x) — f(f(z)), a = b, ¢ — a}.

2. Initialization. We transform A by using the fact that u(f) = (. For this,
we mark positions forbidden by p, using a a prime mark (priming). A prime
means that no rewrite step should be applied at this position. No prime
means that a rewrite step (if any) is allowed. Thus we replace the transition
f(qa) = ¢ by f(g.) — g, and add the transition a — ¢, so that the language
recognized by the automaton is unchanged.

Now A ={a — qa, a = ¢, f(q,) — q}, and we create Q" = {q¢,,}.

3. Completion. To get descendants, we compute (so-called) critical pairs be-
tween transitions © — s € A and rewrite rules of R, only if s € Q. If s € Q'
i.e. s has a prime, no critical pair is computed since no rewrite step is allowed
at this position.

Computing a critical pair between a — ¢, and a — b generates the transition
b — qq, which is added into A.

4. Computing a critical pair between f(q,) — q and f(x) — f(f(z)) generates
the transition f(f(q,)) — q. However, f(f(q})) is not shallow. Then we
normalize® this transition into f(q}) — ¢, f(¢.,) — ¢}, which are added into
A. The new state ¢f has a prime since it occurs at a position forbidden by pu.
Now the automaton also recognizes f(f(a)), and does not recognize f(f(b)),
which is not a context-sensitive descendant.

5. There are some more critical pairs, which add some more transitions into A.
Finally, the completion process stops with A =

{a = qa, a = ql, f(d)) = a, b= qa, £(d1) = a, F(d)) — qt, f(q)) = ¢4}

Now the current automaton recognizes {f*(a)}, i.e. R};(I), and does not
recognize the elements of {f*(b)}, which are not context-sensitive descen-
dants.

The paper is organized as follows. The formal preliminary notions are given in
Section 2. Our method for over-approximating context-sensitive descendants is
detailed in Section 3, and full examples are given in Section 4. Then Section 5
speaks about related work, and some ideas for further work are discussed in
Section 6. All proofs are in [1].

2 Some unnecessary transitions of the current automaton are missing.
3 It consists in flattening the left-hand-side of the transition by using intermediate
states.
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2 Preliminaries

Consider a finite ranked alphabet X and a set of variables Var. Each symbol
f € X has a unique arity, denoted by ar(f). The notions of first-order term,
position and substitution are defined as usual. Given o and ¢’ two substitutions,
oo’ denotes the substitution such that for any variable z, o oo’ (x) = o(c’(z)).
Ty, denotes the set of ground terms (without variables) over Y. For a term ¢,
Var(t) is the set of variables of ¢, Pos(t) is the set of positions of ¢, and € is
the root position. For p € Pos(t), ¢(p) is the symbol of X' U Var occurring at
position p in ¢, and t|, is the subterm of ¢ at position p. For p,p’ € Pos(t), p < p’
means that p occurs in ¢ strictly above p’. The term ¢ is linear if each variable
of t occurs only once in t. The term t[t'], is obtained from ¢ by replacing the
subterm at position p by t'.

A rewrite rule is an oriented pair of terms, written [ — r. We always assume
that [ is not a variable, and Var(r) C Var(l). A rewrite system R is a finite set of
rewrite rules. lhs stands for left-hand-side, rhs for right-hand-side. The rewrite
relation — g is defined as follows: t — g t' if there exist a non-variable position
p € Pos(t), arulel — r € R, and a substitution 6 s.t. t|, = 6() and ¢ = ¢[0(r)],
(also denoted ¢t —%, t'). —7 denotes the reflexive-transitive closure of —p. t/
is a descendant of t if ¢ —% ¢'. If I is a set of ground terms, R*(I) denotes the
set of descendants of elements of I. The rewrite rule | — r is left (resp. right)
linear if | (resp. r) is linear. R is left (resp. right) linear if all its rewrite rules
are left (resp. right) linear. R is linear if R is both left and right linear. [ — r is
right-shallow if r is shallow, i.e. every variable of r occurs at depth at most 1.

A context-sensitive rewrite relation is a sub-relation of the ordinary rewrite
relation in which rewritable positions are indicated by specifying arguments of
function symbols. A mapping p : ¥ — P(IN) is said to be a replacement map (or
Y-map) if u(f) C{1,...,ar(f)} for all f € X. A context-sensitive term rewriting
system (CS-TRS) is a pair R = (R, u) composed of a TRS and a replacement
map. The set of y-replacing positions? Pos”(t) (C Pos(t)) is recursively defined:
Pos*(t) = {e} if t is a constant or a variable, otherwise Pos*(f(t1,...,tn)) =
{etU{ip|ie u(f), p € Pos(t;)}. The rewrite relation induced by a CS-TRS
R is defined: t g t' if t =%, ¢ for some p € Pos*(t). The set of descendants of
I by context-rewriting according to the CS-TRS R = (R, u1) is denoted R},(I).

A (bottom-up) finite tree automaton is a quadruple A = (X, Q, Qs, A) where
@ is the set of states, @ C @ is the set of final states, and A is a set of transitions
of the form ¢t — ¢ where t € Ty and ¢ € Q. A transition is normalized if it is
of the form f(qi1,...,q,) = g where f € ¥ and q1,...,¢n,q € @, or of the form
q1 — q (empty transition, also called epsilon transition). A is normalized if all
transitions in A are normalized. Sets of states will be denoted by letters @, .S, D,
and states by g, s, d.

The rewrite relation induced by A is denoted by — A or — 4. A ground term
t is recognized by A into ¢ if ¢ —% ¢. Let L(A,q) = {t € Tx | t =% q}. The
language recognized by A is L(A) = Ugeq, L(A,q). A set I of ground terms is

4 Also called positions allowed by .
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regular if there exists a finite automaton A s.t. I = L(A). A Q-substitution o is
a substitution s.t. Yo € Dom(o), o(z) € Q.

3 Computing Context-Sensitive Descendants

3.1 Closure under Context-Sensitive Rewriting

The main idea is: given a context-sensitive rewrite system (R, 1), we consider a
set of states @ to recognize subterms at positions allowed by u (i.e. rewritable
positions), and another set @’ for those forbidden by p. To compute context-
sensitive descendants, rewrite steps will be applied to (sub)-terms recognized
into states of @, and not on those recognized into states of @’.

Definition 1. A context-sensitive automaton A = (X,Q U Q',Qs, A,rm’) is
composed of a tree automaton and a mapping rm’ such that QNQ’ =0, Q5 C Q,
and rm’ : Q' — @ is an injective mapping. rm’ stands for 'remove primes’.

We will often use q,q1, g2, ... for elements of Q, and ¢/, q}, ¢, ... for elements
Q’, and we will write rm/(¢’) = ¢ and rm/(q}) = ¢;.

Definition 2. We extend rm’ to terms, so that rm’ : Tsugug — Txuquer, by:
-rm/(q) =qif g € Q,

s =rm/(8) if i € p(f)

_ ’ / AN i i

and rm/(f(t},...,t))) = f(t1,...,t,) such that Vi t; = ¢/ otherwise

Note that rm’ does not remove all primes. Actually, rm’ removes primes (if
any) from states occurring at positions allowed by u, so that rewrite steps are
computed. For example, if p(f) = {1}, then rm/(f (¢}, %)) = f(q1,d%)-

For computing context-sensitive descendants, a context-sensitive automaton
should satisfy a compatibility property (with u).

Definition 3. Let A= (X, QU Q’,Qf, A, rm’) be a context-sensitive automa-
ton. A is p-compatible if V(t — s) € A, (rm/(t) — rm/(s)) € A.

Ezample 2. let Q = {qa,qr}, Q" = {a,}, Qr = {ar}, A= {a = a4, faz) = ar},
and assume that rm’(q¢),) = ¢, and p(f) = {1}. This automaton is not u-
compatible because a — g, and f(g,) — ¢y are missing in A.

Lemma 1. If A is u-compatible,
Vt € Txugug, Vs € QU Q' (t =% s = rm/(t) =% rm/(s))

The notion of critical pair is at the heart of the technique. A critical pair is
a way to detect a possible rewrite step issued from a term ¢ € L(A,q), by a
rewrite rule [ — r. To check that this rewrite step is allowed by u, we suppose
that ¢ € Q, i.e. ¢ € Q. A convergent critical pair means that the rewrite step
is already handled i.e. if ¢ =, s then s € L(A, q). Consequently, the language
of a normalized automaton having only convergent critical pairs is closed under
rewriting.
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Definition 4. Let | — r be a rewrite rule and o be a (Q UQ')-substitution such
that ol =% g and ¢ € Q. Then (rm/(or), q) is called critical-pair (CP for short).
The critical pair is said convergent if rm/(or) =% q.

Ezample 3. Consider Example 2 again, and the rewrite rule f(z) — g(z) with
w(g) = {1}. Then (g(qa), gr) is a critical pair, which is not convergent. Note that
L(A) is not closed by context-sensitive rewriting since f(a) € L(A) whereas

g(a) & L(A).

The use of rm’ in Definition 4 is crucial if a position forbidden by p becomes
allowed after a rewrite step. For instance, consider the rewrite system

{h(z) = i(z), ¢ = d} with u(h) = 0 and u(i) = {1}. Then h(c) — i(c) — i(d)
whereas —(h(c) = h(d)). So, within h(c), ¢ should be recognized into a state of
Q' (say ¢.), whereas within i(c), ¢ should be recognized into a state of @ (say
gc)- The migration of ¢/ into ¢, is achieved thanks to rm/’.

To get closure under context-sensitive rewriting, the automaton should be p-
compatible to take p into account, and normalized. Indeed, if it is not normalized,
we may have for example h(ol) —% ¢ whereas =(3¢1 € Q, ol =% ¢1), i.e. there
is no critical pair to take the rewrite step by | — r into account.

Theorem 1. Let (R, u) be a left-linear context-sensitive rewrite system, and A
be a p-compatible normalized automaton.

If all critical pairs are convergent, then L(A) is closed by context-sensitive rewrit-
ing, i.e. (t € L(A) Nt (g ) V') =t' € L(A).

Ezxample 4. Consider Example 2 again, and the rewrite rule a — b. All critical
pairs are convergent since there are no critical pairs. However f(a) € L(A) and
f(a) = (g, f(b), whereas f(b) & L(A). This comes from the fact that A is not
u-compatible.

Now, if A is replaced by A" = {a — ¢,, a = ¢a, b = ¢a, f(¢a) — qs}, the
automaton is p-compatible. Considering the rewrite rule a — b, there is one
critical pair : (b, q,), which is convergent. Thus f(a) € L(A), f(a) = (g, f(b),
and f(b) € L(A).

3.2 Normalization

Consider a non-convergent critical pair (¢, ¢). If we add the transition ¢ — ¢ into
A, the critical pair becomes convergent. Unfortunately, the transition ¢ — ¢ is
not necessarily normalized.

Ezample 5. Consider R = {f(z) — g(h(z)), a — b}, p(f) = {1}, ulg) = 0,
w(h) = {1}, and an automaton defined by Q = {q4,qs}, @y = {¢s}, and A =
{a = qa, f(ga) = qr}. Note that L(A) = {f(a)}. From the transition f(q,) — qr
and the rewrite rule f(z) — g(h(z)), we get the critical pair (g(h(qq)),qs). The
corresponding transition g(h(ga.)) — ¢y is not normalized.

To get closure under rewriting, all transitions should be normalized. We give an
algorithm to transform a pair (¢, s) into normalized transitions. Note that if ¢ is
a state, the algorithm will return empty transitions (which are normalized).



6 Nirina Andrianarivelo and Pierre Réty

Input : a pair (¢,s) s.t t € Txugug and s € QU Q'
Output : a set of normalized transitions

function Norm 4(t, s)

1. If the transition ¢ — s is normalized, return {t — s} U {rm/(t) — rm/(s)}
2. elselet t = f(t1,...,tn),and J={j € {1,....,n} [ t; #QUQ'}
2.1. for each i € {1,...,n}, let s; be a state defined by
2.1.1. if t; € QU Q' then s; = t;
2.1.2. else
i) if s€ @ and i € u(f)
ii) then either choose s; € @, or s; is a new state and add s; to @
iii) else either choose s; € @Q’, or s; (and ¢;) are new states s.t.
rm/(s;) = ¢; and add s; to Q' (and ¢; to Q)
2.2. return
{f(s1,...,8n) = sPU{rm/(f(s1,...,5n)) = rm/(s))}U{UjesNorm 4(t;, s;)}

In the previous algorithm, whenever a transition is generated, a transition ob-
tained by applying rm’ on both sides is also generated. This is for preserving
the p-compatibility of the automaton. On the other hand, the non-determinism
of the algorithm (Items ii and iii) is "don’t care”, i.e. only one choice has to
be achieved. For any choice, the normalization algorithm terminates. However,
introducing new states may create new critical pairs, whose normalization may
also create new states and new critical pairs, and the global completion pro-
cess may not terminate. This is why choosing s; among the existing states is
sometimes necessary to make completion terminate. But it may lead to a strict
over-approximation of the descendants.

Ezample 6. Consider Example 5 again with the critical pair (g(h(ga)), ¢r). Recall
that u(g) =0, u(h) = {1}.

Running Norm 4(g(h(ga)), qf) goes through the case iii), and two new states ¢f,
q1 are created s.t. rm/(¢}) = q1. Moreover ¢} is added to Q' whereas ¢; is added
to Q. Then Norm 4(g(h(ga)), ¢r) returns (note that rm’(g(q1)) = g(q1)):

{9(a1) = a5} U {9(a1) = a5} U Norma(h(ga), 41)
Since the transition h(q,) — ¢} is already normalized, Norm 4(h(q,), ¢} ) returns:
{1(ga) = @1} U {h(ga) = @1}
Finally we get the set of transitions {g(q}) = g, h(¢a) = ¢4, h(ga) = 1 }-

Lemma 2. ¢t —>’,ﬁ,ormA(t 5 S le. the pair (t,s) is convergent.

3.3 Initialization

As in [15], we first introduce non-final states and transitions to recognize the
ground subterms of the rewrite rule right-hand-sides. For a term ¢, let PosG(t) =
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{p € Pos(t) | p # e AN Var(t|,) = 0}. Let PosGout(t) be the outermost elements
of PosG(t), i.e. PosGout(t) = {p € PosG(t) | =(3p’ € PosG(t), p' <p)}.

Given (R, u), we introduce the set of states Qr = {¢rp | | > 7 € RA
p € PosG(r)} and Q = {q,, | | = 7 € RAp € PosG(r)} st. rm'(q;,) =
qr.p, and the transitions Agp = Ui srer Upeposa(r) 170 @ p 15 Gpn) = G
rm! (r(p)(4yp15 -+ Grpn)) = @rp}- Note that the transitions with rm’ are for
ensuring p-compatibility.

From a normalized automaton Ay = (X, Qo, Qf, Ao) and a left-linear context-
sensitive rewrite system (R, p1), a p—compatible normalized context-sensitive au-
tomaton A = (X, QU Q’,Qr, A, rm') that recognizes the same language as Ay,
is built as follows:

function Init g ,)(Ao)

1. for each ¢ € Qp, a new state ¢’ (also denoted add'(q)) is created, and let
rm/(q') = q

extend add’ to trees of Txuq,: add' (f(t1,...,tn)) = fladd (t1),...,add (t,))
let @ =QoUQr and Q' = {add'(q) | ¢ € Qo} U Q%R

let A= U q)en,({add (t) — add' (q)} U {rm’(add'(t)) = q}) U Ar

return A = (X, QU Q', Qy, A, rm/)

G L

In Step 4, {rm/(add'(t)) — ¢} is for ensuring u-compatibility (note that ¢ =
rm/(add'(q))).

Ezample 7. Let R = {f(z) — g(z)} and u(f) = 0, u(h) = {1}. Note that
Qr=QR=Ar=10.

Let Ag s.t. Qo = {qa,qr}, Qr = {ar}, Ao ={a = qu, f(qa) = a5, P(qa) — ar}-
The language recognized by Ag is L(Ag) = {f(a), h(a)}.

Then Init(g,,)(Ao) returns the automaton A s.t. Q@ = {qa4,qr}, Q" = {q(’l,q}},
rm/(qq) = qa, TM/(¢}) = q5, and A = {a = q;, @ = qa, f(qz) = 4}, f(qa) =
ar, May) = ¢, M(ga) = gy} Note that L(A) = {f(a),h(a)} = L(A).

Lemma 3. A is u-compatible and L(Ay) C L(A).

Lemma 4. Vt € Tx, Vs € (QUQ)\(QrUQYR), (t =4 s = t =%, rm/(s)).
Consequently L(A) C L(Ay).

3.4 Simplification

Roughly, the simplification step consists in replacing each outermost ground
subterm of a given rewrite rule right-hand-side r, by its corresponding state in
Qr or Q. Actually, a simplification step simplifies a critical pair.

function Simplify(rm/(or), q)

1. let us write PosGout(r) = {p1,...,pn}
]Pl ’

2. then return (7‘m’(0(r)[q;7p1 . [q;mn]pn), q)
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Ezample 8. R={h(x) — r=f(z,g(a))}, u(f)={1,2}, pu(g) ={1}. The initial-
ization gives Ap ={a — @151, @ = @21, 9(@r21) = 20 9(r21) = G2}
Let 0 = (x/q1). So Simplify(o(r),q) = Simplify(f(¢1,9(a)),q) returns the pair
(f(q1,9r2),q), and one has g(a) —7% . gr2. Note that the corresponding transi-

tion f(q1,qr2) — ¢ is normalized.

More generally, if r is shallow and let (¢,q) = Simplify(rm/(or),q), then the
transition ¢ — ¢ is normalized. On the other hand, if PosGout(r) = 0, then

Simplify(rm/(or), q) = (rm/(or), q).

3.5 Reduction

Le (t, s) be a pair, whose corresponding transition ¢ — s is not normalized, and
suppose that t is reducible into u by non-empty transitions of the automaton.
Since the size of u is less than the size of ¢, it is easier to normalize the pair (u, s)
instead of (¢, s). The replacement of (¢, s) by (u, s) is called reduction.

function Reduce 4(t, s)

1. if t — s is not normalized
and there exists a non-empty transition (t; — s1) € A s.t. t =, ¢, s, U
and [(p € Pos*(t) As1 € Q) V (p & Pos*(t) As1 € Q)]
2. then return Reduce4(u, s)
3. else return (¢, s)

In Step 1, if there exist several transitions like ¢ — s; that allow to reduce ¢,
then one of them is chosen arbitrarily.

Ezample 9. A= {s(q1) = q2, 9(q2,q3) = qu}, p(f) = p(s) = {1}, u(g) = {1,2}.
Then Reducea(f(g(s(q1),43)),q) = (f(q4),9)-

3.6 Completion

The main algorithm of our method is presented here.

Input: a normalized automaton Ay = (X, Qo, Qf, Ao) and a left-linear context-
sensitive rewrite system (R, ).
Output: a context-sensitive automaton A such that R},(L(Ao)) C L(A).

The main two steps of the algorithm are:
1. A =Init(g ) (Ao). Let us write A = (X,QUQ’,Qy, A, rm/).

2. while there exists a non-convergent critical pair (¢pl, cpr) in A do
2.1. A= AU Norm 4(Reduce 4(Simplify(cpl, cpr)))

Theorem 2. Let (R, u) be a left-linear context-sensitive rewrite system, and
Ay be a normalized automaton. When the algorithm stops, L(A) is closed by
context-sensitive rewriting and R};(L(Ao)) C L(A).
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Note that it is always possible to make completion terminate, for example by
fixing a bound for the number of states. And if this bound is reached, Norm 4
should re-use existing states instead of creating new ones.

However, if the rewrite system is right-shallow, the transition obtained after
applying Simplify is already normalized (see Section 3.4). Then Reduce4 and
Norm_4 do nothing, and no new states are introduced. Therefore, the completion
algorithm will stop and generate an automaton similar to that of [15]. Conse-
quently, using the result of [15] we get:

Corollary 1. If the context-sensitive rewrite system is linear and right-shallow,
then the completion algorithm stops and generates the context-sensitive descen-
dants in an eract way.

4 Examples

The following example shows the role of the states with primes, and of the
simplification step.

Ezample 10. R = {h(x) = r=f(z,h(b))}, u(h) = u(f) = u(s) = 0.

Let Ay be the automaton defined by Qo = {¢a.qs}, @y = {gr}, and Ay =
{a = ¢a, 5(9a) = qa, P(ga) — g5} Note that L(Ag) = {h(s"(a)) | n € IN} and
Rf;(L(AO)) = {h(s™(a)), f(s™(a),h(b)) | n € IN} where s denotes n occurrences
of s.

The initialization step gives:

Qr = {¢r2,0 21}, Qp = {q;72,q;7241}, Tm,(q;",Q.l) = Qr2.1, Tm/(q;«,z) = Qr2,
Ar={b—= g 21,0 = r2.1, Mqr21) = dras M@ 21) = @2}

Q" =A{q.df}, rm’(aq) = qa, T/ () = a5,

A={a—qy, a— qa $(q,) = o> 5(a2) = das May) = df, hlgz) = qr} U Ag.
With h(q),) — g5 and the rewrite rule, we get the critical pair (f(q,,, h(D)), g5)-
Then Simplify(f(q,, (b)), qr) = (f(44:qr2),qr), and the normalization will add
the transition f(q;,q,.o) — g5 to A.

h(qy.2.1) = qr2 and the rewrite rule generate the critical pair (f(q;.5 1, (b)), ¢r2)-
Then Simplify(f(q;.5.1,7(b)),4r2) = (f(4,.2.1,4.2),4r2), and the normalization
will add the transition f(q; 5 1,4;2) = @r2 to A.

There is no other critical pair. The process stops and the automaton generates
{h(s"(a)), f(s"(a),h(b)) | n € N} = Rp(L(Ao)). Note that f(a, f(b,h(b))) €
R*(L(Ao)) whereas f(a, f(b,h(b))) & R},(L(Ao)), i.e. R} (L(Ao)) # R*(L(Ao)),
and notice that the automaton generates only the elements of Ry (L(Ap)).

In this example, R is right-shallow, and our completion computes an automa-
ton similar to that of [15]°.

The following rewrite system is not right-shallow, and shows the role of the
reduction step.

® In [15], a tilde is used instead of a prime, but tilde over a state means that a rewrite
step is allowed, whereas in our approach a prime means that rewriting is forbidden.
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Ezample 11. R={f(x) = s(f(z))}, p(f) = p(s) = {1}. Let Ag be the automa-
ton defined by Qo = {qa, s}, @ = {¢r}, and Ag = {a — qa, f(qa) — ¢r}. Note
that L(Aog) = {f(a)} and R},(L(Ao)) = {s"(f(a)) | n € IN} where s denotes n
occurrences of s.

The initialization step gives Qr = Q% = Ar =0, Q" = {q,,¢}}, ™m'(q;) =
da, ™' (q}) = q5, A={a = ¢4, a = qa, f(aq) = d}: [(a) = qr}-
With f(ga) —a g5 and f(ga) —r s(f(qa)), we get the critical pair (s(f(ga)), g5)-

However s(f(¢a)) —a s(qr), i.e. Reducea(s(f(qa)),ar) = (s(ar).qs), and the
normalized transition s(qy) — ¢y is added to A. No more critical pairs are

detected, and the algorithm stops. Now the automaton generates {s™(f(a)) |
n € N} = R:(L(Ao)).

If Reduce 4 were not applied, then the critical pair (s(f(gq)),qs) would be
normalized into the transitions s(q1) = ¢, f(¢a) = ¢1. But there would be one
more critical pair due to f(g,) — ¢1, which would add some more transitions,
and so on. In this case, if the normalization process always introduces new states,
the completion process would not terminate.

The following rewrite system is not right-shallow, and shows what happens
when a subterm forbidden by g becomes allowed by p after applying a rewrite
step.

Ezample 12.
Let R = {f(x,y) — h(s(x),5(u))}, with u(f) = 0, u(h) = {1}, u(s) = {1}.
Let Ay defined by Qo = {q}, Qf = {¢}, and Ay = {a — ¢, f(¢,¢9) — ¢}. Thus

AO):{a> f(ava)7 f(f(aa a)’ a)> f(a7 f(a’ a)>7 f(f(a7 a)> f(ava)) - }’ R;<L(A0))
is obtained from the terms of L(Ajg), by replacing some occurrences of f by the
pattern h(s(),s()) along the left branch, starting from the root. For example
h(s(a), s(a)), h(s(f(a,a)), 5(a)), A(s(h(s(a), s(a))), s(a)), Als(f(a,a)), 5(F(a,a)))
are in R (L(Ag)), whereas h(s(a), h(s(a),s(a))) is not in R (L(Ag))-
The initialization step gives Qr = Q = Ar =0, and

Q' =A{d}, rm’(¢') = ¢, and
A={a—=q,a—q fldq) = f(d.d)—q}

Using f(¢',q") = q and f(x,y) — h(s(x), s(y)), we get the critical pair
(rm/(h(s(¢'), s(d"))),q) = (h(s(q), s(q")),q). This critical pair is not convergent,
and cannot be simplified nor reduced. It is not normalized. Then Norm 4 creates

the transitions h(q1,q7) = q, s(¢) = @1, s(¢') = ¢}, and add them to A.
No more critical pair is detected, then the algorithm stops with A =

{a—=d,a—=q f(d.d)=d, fd.d) = ¢ ha,d) = ¢ s(a) > a1, s(d) = ¢i}
Now, one can see that L(A) = R}, (L(Ao)).
In the previous examples L(A) = R,(L(Ap)). However, one may have L(A) D

R} (L(Ap)), i-e. a strict over-approximation.
Ezample 13. Let I = {f(a,b)} and R = {f(z,y) — f(s(z),p(y)), b = ¢}, with
u(f) = pu(s) = p(p) = 0. Then Ry (I) = {f(s"(a),p"(b)) | n € IN} is not a
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regular tree language and then it cannot be expressed by a tree automaton. So
completion will necessarily lead to a strict over-approximation, by losing the
link between the number of s and the number of p. Nevertheless, the elements
of {f(s"(a),p"(c))}, which are in R*(I) but not in Rj,(I), will not be generated.

5 Related Work

To the best of our knowledge, the only method to express descendants by reg-
ular languages in the framework of context-sensitive rewriting, is that of Sakai
et al. [15]. This method returns a tree automaton that recognizes the set of de-
scendants in an exact way (it is not an over-approximation), assuming that the
rewrite system is linear and right-shallow. This is why this method cannot deal
with Examples 11 and 12, whose rewrite systems are not right-shallow.

Genet et al. compute an over-approximation of the descendants without
strategy [10], or according to the innermost strategy [13]. They do not consider
context-sensitive rewriting.

Some results of Falke et al. [6,8] also deal with context-sensitive rewriting,
but they do not study reachability problems. They study termination problems
and propose a method for proving inductive theorems. The termination problems
are based on dependency pairs, and the inductive theorem prover is based on
the inference system of Reddy [7].

6 Further work

With our method, and more generally with every method based on the comple-
tion of tree automata, the quality of the approximation highly depends on the
way the completion is achieved. When normalizing critical pairs, existing states
may be used instead of introducing new ones. This helps to make completion ter-
minate. However, the choice of the states to be re-used is crucial for the quality of
the approximation. Some heuristics have been developed for ordinary rewriting.
Recently, an heuristic using a set of equations E has been presented [12], and an
upper-bound for the approximation is given, which allows to estimate the quality
of the approximation. We intend to extend these heuristics to context-sensitive
completion, so that they could be used within our method.

Another interesting problem to study is: does our method take the map p into
account in a perfect way? In other words, may our method generate descendants
that are not context-sensitive descendants? If the re-use of existing states in
the normalization process is allowed, we get an over-approximation, and wrong
context-sensitive descendants (that are ordinary descendants) may be generated.
What about if the re-use of existing states is forbidden?

When considering ordinary rewriting, the set of descendants of a set of terms
I is not a regular tree language, even if I is, except if strong restrictions are as-
sumed over the rewrite system. It is the same when considering context-sensitive
rewriting. This is why we cannot compute the descendants in an exact way, ex-
cept for some particular cases. The use of tree languages more expressive than
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the regular ones, could lead to more precise computations. It has already been
studied for ordinary rewriting [14, 2], but not for context-sensitive rewriting.
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