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* |Introduction: where do cloud come from?
The momentum toward cloud

» Cloud computing technology: what made it
possible

» Cloud computing today: For real!

» Some scientific challenges about clouds:
zooming on some recent research

* What's next? Help welcome!




Where do cloud come from?




The momentum toward clouds

» Going distributed

- For power, storage, profit
» Externalizing computing

- The Pay-as-you-go model
* The ultimate dream

- The power-grid metaphor
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50 years later...
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The excruciating question
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http://www-1.ibm.com/servers/eserver/pseries/hardware/largescale/

Question #2: More storage




Question #3: More profit
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ces échanges dans un cadre contractuel bien défini.

Etat des lieux

Arnaud Jobin

(environ 40 Euros/h) par une convention signée a I'eté 2010. Par contre, les heures
2010-2011 restent non soldées.

Ameélie Stainer




The key idea: externalization

* Motherhood idea: Buy the service, not the infrastructure
necessary to produce it

- Machines

- People

- EXxperience On Demand
* Pushed by IBM, late '90s Compullng

_ _ : Technologies
—_— I i
Various Interpretations! and Strategies

* Then, reincarnate as grid computing B

* Currently, cloud computing

® And tomorrow’? Craig Fellenstein




The basic picture

Unused capacity




Externalizing to the cloud

Keep some small set of resources in-house

- Safety o

[

- Competence [ . =
/ ' a3

Request resources from the cloud Y _

- On-demand, real-time %5(
- Pay-as-you-go pricing model .
- Do not support any fixed cost A

Service-Level Agreement Guaranteed by contract

- Various level of offers

No long-term commitment to any provider

- Regular economic laws apply




Google cluster, 1997
I




36 data centers
- > 800K servers

40 servers/rack
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The Power-Grid Metaphor
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What made cloud possible?

Clusters

- Opening the way toward distributed computing for non-
distributed task

Grids

- Large-scale, heterogeneous computing
Virtual machines

- Hiding the hardware altogether
High-speed networks

- Hiding the location altogether
Hardware packaging and power management

OK, but why not earlier?




Key #1: Clusters
S —E




Clusters today, In France




Very large clusters in the world

System

Cabled T2 racks
SxBx16
Rack

32 node cards

1PFis

Node Card Up to 288 TB

(32 chips 4x4x2)
32 compute, 0-2 10 cards

. e 14 TF/s
Compute Card - n— Upto4 TB

1 chip, 40
DRAMs

Chip " Upto 128 GB
4 processors ' .

. 13.6 GF/s

2or4 GB DDR
13.6 GF/s
8 MB EDRAM

i International Business Machines Corporation. 2007, 2008, All rights reserved.




Jaguar supercomputer, TOP500 #3,
| 224,000 processing cores,
| each with 2 GB of local memory.
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Data sharing

- Distributed file system

Message passing and communication

- MPI
Task scheduling

- Node failure management
- Integrated failure recovery mechanism

Debugging and monitoring
Operating system
- Linux, Microsoft
- SSI approach: Mosix, Kerrighed



Applications

» Departmental clusters

- Specific hardware

- Poor-man's supercomputer: cycle-stealing
« Many traditional applications

- Data bases: Oracle

- Numerical crunching
- Imaging: virtual reality




Key #2: Grids

A federation of chisters

for a better future
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And elsewhere |n the world felelele

Enabling Grids
for E-sciencE




NN
Grid at CERN

o CGCE

Enabling Grids
for E-sciencE

—

Open Science Grid
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Grid technology

« Grids = clusters
- Size, heterogeneity, load
« Additional specificity
- Computing resources are not administered centrally

- Open standards are used
- Nontrivial quality of service is achieved

* Virtual organization

- Sharing power, data, but also resources and people
* Key problems:

- External user interface: a single virtual organization

- Security in spite of multiple organizations

- Failure resiliency




Key #3: Virtual machines

Completely isolated guest operating system installation

within a normal host operating system
- Software emulation &n-
- Hardware virtualization

- (In most cases) both together .
( ) both tog vmware

Two early examples

- Java Virtual Machine
- Grid 5000 approach: rebootable nodes
Microprocessor progress: virtualization in hardware

- Reasonably efficient execution speed

Java




Key #4:. High-speed networks

== Dark Fibre
— 1) Gbps

Press Release 084/2011 — 25Gbps

= {77 Mbps

— 310 Mbps

World Record in Ultra-Rapid Data Transmission = ;ji;:;f“

@ Mumber of links

Transfer of 700 DVDs in One Second Only - Highest Bit Rate on a La:

The team of Professor Leuthold (right): David Hillerkul2, René Schmogrow, and |
Christian Koos (from right to left). (Photo: Gabi Zachmann)

Scientists of Karlsruhe Institute of Technology (KIT) have succeeded
26 terabits per second on a single laser beam, transmitting them owve
decoding them successfully. This is the largest data volume ever tra
process developed by KIT allows to transmit the contents of 700 DVL
renowned journal “Nature Photonics™ reports about this success in il
10.1038/NPHOTON.2011.74).




Key #5: Hardware packaging and
power management
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OK, but why not earlier?

Companies/organizations were not ready to entrust data to a foreign

organization

- Confidentiality

- Legal problems with respect to actual data storage location

- Slow transmissions
- Lack of tools for fine monitoring
Intensive ad campaigns from cloud companies

- Amazon: economic arguments
- Google and Yahoo! example

Feeling that entrusting is unavoidable

- “Data deluge”

il Grama the warics
: The ! Misqueerning Aigenting
ECONOMIST || e kconomi shisthomiestha st

Genetically modified crops blossom
The right o cat cats and dogs

data deluge

AMD HOW TO HANDLE IT: A 14-FAGE SPECIAL REPORT




Cloud computing
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Beware of the Cloud Hype !

cluster computing 002 grid computing 0.38 cloud computing 1.00

|_A__J Gooagle looks to be 'cloud-computing' rainmaker for other

online business services [
593!' ch Volume index Winnipeg Free Press - Mar 10 2010 Gﬂﬂﬂﬁ TI'-EI'ﬂdS

Cloud computing 'could give EU 763bn-euro boost E- E-I E
)

BEC MNews - Dec 7 2010

4{]"3 Technology expo in Germany harnesses 'cloud computing'
BusinessWorld Online - Feb 28 2011

Local IT firm unveils cloud computing services
Inguirer.net - May 10 2011

Domestic cloud computing estimated to grow at 53 Study
Moneycontrol.com - Jun 7 2011

Cloud computing to create 2 million jobs in India by 2015:
Microsoft
NDTY - Mar 5 2012

| ﬂ I 1 I - [ e e ———— . B i
2004 2005 ‘ 2008 2010 2011
I | [ | I | I I |
News reference volume

cloud computing




What Is cloud computing?

Businesses,
from

startups to
enterprises

o : Web 2.0-
4+ billion phones by enabled PCs,

2010 [Source: Nokia] TVs, etc.

Credit: IBM Corp.
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Key concepts

Processing 1000x more g;l@%@fgge

1000x harder AN
= F
Cycles and bytes, not hardware are the new -l

Remote

CommOdity Database iiii Desktop

Cloud computing Is Remote Server

- Providing services on virtual machines allocated
on top of a large physical machine pool

- A method to address scalability and availability
concerns for large scale applications

- Democratized distributed computing




Cloud functionality

SaaS: Software as a Service

- Google Mail, Google Docs |
DaaS: Data as a Service

- Cloud as a data repository '
PaaS: Platform as a Service

- Amazon, Azure: select your VM
laaS: Infrastructure as a Service

- Grid 5000: manage your own VM
HaaS: Hardware as a Service




Online Utilitles and Applications Generally Referred to as "Cloud Computing® or Software as a Service (Saas)

Utliitios

Applications

Storage processing|

Deoveloper
Environement

Services
Application Business

Sorvices &
Tools

Process
Outsourcing

SimpleDB &
SQS

ATAT Web
Maating

v

Online Online




A ZzOOm on Amazon

A set of APIs and business models which give developer-level
access to Amazon’s infrastructure and content:

Data As A Service i Search As A Service
W Amazon E-Commerce Service W Alexa Web Information Service
W Amazon Historical Pricing W Alexa Top Sites
W Alexa Site Thumbnail
W Alexa Web Search Platform

Infrastructure As A Service People As A Service
W Amazon Simple Queue Service W Amazon Mechanical Turk
W Amazon Simple Storage Service
W Amazon Elastic Compute Cloud

Elastic Compute
Cloud

's Risky Bet
Amazon’s Risky Be
CEQ Jeff Bezos wants to run your business with his
Web technology. Wall StregF msh h Id just mind the store.

-v--—

mp
amazon Com Message
N

web services

.l
-




Amazon Web services

Elastic Compute
Cloud (EC2)

'4lh°

Message




Region: | EU (Ireland)

Standard On-Demand Instances

Small (Default)

Medium

Large

Extra Large

Micro On-Demand Instances
Micro

Hi-Memory On-Demand Instances

Extra Large
Double Extra Large

Quadruple Extra Large
Hi-CPU On-Demand Instances

Medium

Extra Large

Cluster Compute Instances
Quadruple Extra Large
Cluster GPU Instances

Quadruple Extra Large

Linux/UNIX Usage

$0.090 per Hour
$0.180 per Hour
$0.360 per Hour
$0.720 per Hour

$0.025 per Hour

$0.506 per Hour
$1.012 per Hour
$2.024 per Hour

$0.186 per Hour

$0.744 per Hour

MIA*

Windows Usage

$0.115 per Hour
$0.230 per Hour
$0.460 per Hour
$0.920 per Hour

$0.035 per Hour

$0.570 per Hour
$1.140 per Hour
$2.280 per Hour

$0.285 per Hour

$1.140 per Hour

¥ Cluster Compute and Cluster GPU Instances are currently only available in the US East (Virginia) Region.




Storage Pricing

Region: | EU (Ireland) v |

Standard Storage Reduced Redundancy Storage

First 1 TB / manth
Mext 49 T8/ month
Mext 450 TB [ month
Mext 500 TB [ month
Mext 4000 TB / month
Ower 5000 TB / manth

$0.125 per GB
$0.110 per GB
$0.095 per GB
$0.090 per GB
$0.080 per GB
$0.055 per GB

$0.093 per GB
$0.083 per GB
$0.073 per GB
$0.063 per GB
$0.053 per GB
$0.037 per GB

Request Pricing

Region: | EU (Ireland)

Data Transfer Pricing Pricing

PUT, COPY, POST, or LIST Requests $0.01 per 1,000 requests

Region: | EU (Ireland)

GET and all other Requests T $0.01 per 10,000 requests

t Mo charge for delete requests
Data Transfer IN
All data transfer in $0.000 per GB

Data Transfer OUT

First 1 GB / manth $0.000 per GB
RSS: Designed to provide
Mext 40 TB / month $0.090 per GB Sln durablllty and

Next 100 T8 / month $0.070 per GB 99.99% availability of
objects over a given year.
This durability level
corresponds to an average
annual expected loss of
0.01% of objects.

Up to 10 TB / month $0.120 per GB

Mext 350 TB / month $0.050 per GB

Mext 524 TB /! month Contact Us

Mext 4 PB / manth Contact Us

Greater than 5 PB/ month Contact Us




Clouds: scientific challenges
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Clouds: scientific challenges

» Almost no new scientific subject here...

» But one single parameter makes all
subjects completely diferent.,.




3 scientific challenges

(among many...)

» Data management at a very large scale

* New programming models for very large-
scale programming

* New complexity models for very large-scale
computing




#1:. Data management
at a very large scale

Cloud data storage services

» Advantages

- High data availability
- Versioning
* Limitations
- No support for concurrent accesses
- No fine-grain data access
- Limited object size
- Low throughput
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An alternative vision

Computation nodes

olo

App.

|
omputation nodes




The BlobSeer approach

BlobSeer: software platform for scalable, distributed BLOB
management

- Huge data (TB) - BLOBs: Binary Large OBjects

- Highly concurrent, fine-grain access (MB):
Read/Write/Append

- Developed by the KerData Team at INRIA Rennes

A back-end for higher-level, sophisticated data management
systems

Short term: highly scalable distributed file systems
Middle term: storage for cloud services

Long term: extremely large distributed databases




Scientific

contribution:

lock-free access

Versioning-based

concurrency control

Update/append: generate new chunks
rather than overwrite

Metadata is extended to incorporate the
update

Both the old and the new version of the

BLOB are accessi

Lock-free approac
concurrent access

nle

N. write-once, read-many




Zooming on metadata (1)

Organized as a segment
tree

Each node covers a range
of the blob identified by
[offset, size]

The first/second half of
the range is covered by
the left/right child

Each leaf corresponds to
a chunk and holds
iInformation about its
location




Zooming on metadata (2)

@t@iw

Each node holds versioning
Information

Write/Append

- Add leaves and build
subtree up to the root

- The tree may grow one
level

Read

- Descend from the root
towards the leaves

Tree nodes are distributed
among metadata providers

Highly scalable access




Zooming on metadata (3)




Using BlobSeer
for cloud data management

* VM management to build a scalable, highly-available laaS

- BlobSeer internally used in the cloud for VM
deployment and checkpointing

- Integration in Nimbus
» Sharing application-level data in laaS PaaS
- Multiple VMs share application data through BlobSeer

- BlobSeer exposes multiversioning to clients
- Integrated within Nimbus, Azure

» Cost-effective storage service built on top of multiple
clouds (sky computing)

- BlobSeer relies on external, virtualized storage




Checkpoint/Restart performance

BlobCR-app —+—
qcow2-disk-app ——
BlobCR-blcr —=—
qcow2-disk-blcr —=—
qcow2-full —=— |

20 40 60 80
Number of instances

100

120

14

140

120 -

100 ¢

80 r

60

40 t

BlobCR-app ——
qcow2-disk-app —*—
BlobCR-blcr —=—
qcow2-disk-bler —=—
qcow2-full —=—

ﬁgﬁ

40 60 80 100 120
Number of hosts

140




#2: New programming models
for very large-scale programming

* A simple programming model that applies to many
data-intensive computing problems

* Approach: hide messy details within a runtime library

Automatic parallelization
Load balancing

Network and disk transfer optimization

Handling of machine failures
Robustness

mprovements to core library benefit all users of
ibrary!




Scientific contribution: MapReduce!

* Typical problem solved by MapReduce
- Read a lot of data
- Map: extract something you care about from each record
- Shuffle and Sort
- Reduce: aggregate, summarize, filter, or transform
- Write the results

« Qutline stays the same, Map and Reduce change to fit the
problem

- map(k, v) - <k', v'>*
- reduce(k’, <v'>*) - <K', v'>*




Input key*value Input key*value
pairs , pairs

¥

lhl/ {sz.\:w 3, .J,, (Key 3,

valyes...) values...) values..) \rnllu} '|||’i|l.IH :I -Tlue: )
]

== Bamier == : Aggregates intermediate values by output key

key 1, key 2, key 3,
intermediate intermediate intermediate
values values values

reduce reduce reduce

ﬂnaiLy 1 ﬂnallhw 2 I ﬁl'llﬂlllw 3

values values values




MapReduce: counting words

map(String input_key, String input_value):
/l input_key: document name
// input_value: document contents
for each word w in input_value:
EmitIntermediate(w, "1");

reduce(String output_key,
lterator intermediate_values):
// output_key: a word
/l output_values: a list of counts
int result = 0;
for each v in intermediate_values:
result += Parselnt(v);
Emit(AsString(result)); Architecture and Scheduling
*One master, many workers
*Master assigns each map task to a free worker
*Master assigns each reduce task to a free worker
*Master detects worker failures
*Master notices particular input key/values that
causecrashes in map(), and skips those values on re-
execution




Sorting 1PB with MapReduce

November 22, 2008 at 1:55 AM 41 | 8

At Google we are fanatical about organizing the world's information. As a result, we
spend a lot of time finding better ways to sort information using MapReduce, a key
component of our software infrastructure that allows us to run multiple processes
simultaneously. MapReduce is a perfect solution for many of the computations we
run daily, due in large part to its simplicity, applicahility to a wide range of real-world
computing tasks, and natural translation to highly scalable distributed
implementations that harness the power of thousands of computers.

In our sorting Sometimes you need to sort more than a terabyte, so we were curious to find out
sort benchme What happens when you sort more and gave one petabyte (PB) a try. One petabyte
henefits of va 15 & thousand terabytes, or, to put this amount in perspective, it is 12 times the

as an Olympi amount of archived web data in the U.5. Library of Congress as of May 2008. In
programs, we comparison, consider that the aggregate size of data processed by all instances of

lessons useft MapReduce at Google was on average 20PB per day in January 2008.
help everyon

It took six hours and two minutes to sort 1PB (10 trillion 100-byte records) on 4,000
computers. We're not aware of any other sorting experiment at this scale and are
obviously very excited to be able to process so much data so quickly.

We are excite
System as 1(
computers in

seconds on & _ _ _ _ _ _
An Interesting question came up while running experiments at such a scale: Where

do you put 1PEB of sorted data? We were writing it to 48,000 hard drives (we did not
use the full capacity of these disks, though), and every time we ran our sort, at least
one of our disks managed to break (this is not surprising at all given the duration of
the test, the number of disks involved, and the expected lifetime of hard disks). To
make sure we kept our sorted petabyte safe, we asked the Google File System to
write three copies of each file to three different disks.




adoop MapReduce for the masses




Word count example in Hadoop

public void map(WritableComparable key, Writable value, OutputCollector output, Reporter reporter) throws

IOException {
String line = ((UTF8)value).toString();
StringTokenizer itr = new StringTokenizer(line);
while (itr.hasMoreTokens()) {

word.set(itr.nextToken());
output.collect(word, one);

Who uses Hadoop?
 Amazon/A9
 Facebook

IBM: Blue Cloud?
Joost

Last.fm

New York Times
PowerSet

Veoh

Yahoo!

public void reduce(WritableComparable key, Iterator values, OutputCollector output,Reporter reporter) throws
ICException {

int sum = 0;

while (values.hasNext()) {
sum += ((IntWritable) values.next()).get();

}

output.collect(key, new IntWritable(sum));




#3:. New complexity models for
very large-scale computing

Uncertainty Scheduling
Object Nature Origin Type Criterion Pr-'::blemiI

computation | methodo- | hardware, || optimiza-

duration logical software tion

computation

robustness R|prec|Cmax

aleatory | hardware || evaluation | reliability R|prec|Cmax
success

result _ _ software, caracteri- o R|online —
epistemic _ precision _
correctness human zation time — nclv| > C;

Uncertainty
Methodological: limitation(s) of the method (e.g., model simplification)

Epistemic: inaccessible knowledge (e.g., online task submission)
Aleatory: stochastic variability (e.g., hardware fault)




En guise de conclusion...




Today's challenge: Think Big!

Merci de votre attention!



http://www.fourmilab.ch/earthview/learth.map
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