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ABSTRACT

Data shared among applications has a highly dynamic nature. The schema of this data often changes as the information grows and applications that use an old version of the schema may need to adjust to the new one. The new schema should be an evolution of the original one, adding the capability of accepting a given new data.

In this context, we propose two automatic, conservative methods for evolving schemas (or types) for semi-structured data. The application of our method ranges from allowing the support for new data in a database to more elaborated usage, such as allowing the generalisation of different message types, for instance, in order to define the type of messages a web service should deal with.

We propose two algorithms, producing different classes of schema for XML (those classes represented, respectively by DTD and XML Schema). Each algorithm is given a regular tree grammar and returns the least schema of its class that contains the language of the original grammar (in the sense of language inclusion). Our algorithms are inspired by grammar inference techniques. They are proven correct.

The intended use of our method is as follows: We start with a regular tree grammar $G_0$ which is the union of two other grammars: (i) a given original grammar $G_{orig}$ which can be a local tree grammar (LTG or DTD) or a single-type tree grammar (STTG or XML Schema) and (ii) the grammar $G_{newTree}$ which describes a tree that does not belong to $L(G_{orig})$ (the language generated by $G_{orig}$) but that represents the data for which an evolution should be triggered. Our algorithms yield the grammars (LTG or STTG according to the user’s choice) generating the least languages (local tree language or single-type tree language) containing both the original language and the new tree. The paper also discusses the implementation of a prototype (proof of concept).

1. INTRODUCTION

Dealing with the dynamic nature and great volume of the data exchanged on the Internet requires the development of new techniques and tools. The applications that manipulate these data should be dependable [KH08]. One big step towards dependability is that the algorithms that manipulate these data are proven correct.

XML is a standard format for data exchange in many branches of science as well as in e-business/e-government. In a collaborative environment, data communication among peers should respect some type constraints. The definition of new rules for the typing of these data is not rare and the new type must be communicated among peers that already have a body of local data that complies with the old rules. Indeed, the applicability of schema evolution is very large: it can help in the automatic adaptation of those types of messages exchanged between web services; in the maintenance of data related to digital libraries or in the automatic merge of several XML data repositories, by obtaining of a common schema, build up from types originated at different sources.

In this context, the learning of new types (or schema, as it is called by the XML community) can be very helpful for the harmonious work of the applications that manipulate these data. Some algorithms for learning XML data have been proposed [GGR+00, Chi01, BNV07]. In general, these algorithms use traditional learning techniques, which consist of learning the schema using sets of (positive or negative) examples. Unfortunately, the distributed and gigantic nature of the data in question makes it impractical to use traditional techniques. Our work takes this situation into account and places ourselves in a more realistic scenario, where the data administrator needs to incorporate a new data in his application. Supposing that this new data cannot be validated wrt the current type, it would be very useful for the harmonious work of the applications that manipulate these data. Some algorithms for learning XML data have been proposed [GGR+00, Chi01, BNV07]. In general, these algorithms use traditional learning techniques, which consist of learning the schema using sets of (positive or negative) examples. Unfortunately, the distributed and gigantic nature of the data in question makes it impractical to use traditional techniques. Our work takes this situation into account and places ourselves in a more realistic scenario, where the data administrator needs to incorporate a new data in his application. Supposing that this new data cannot be validated wrt the current type, it would be very useful...
to automatically generate a new type such that: (i) it is a
conservative extension of the old one and (ii) the new
data is valid wrt to it. Moreover, we are interested in obtaining
the least schema (in the sense of type inclusion) that com-
plies with conditions (i) and (ii) and that can be specified in
current XML schema languages standards such as DTD or
XMLSchema. In this way, our method allows the evolution
of a given schema: usually we talk about the evolution of
a DTD or an XMLSchema, but one may also provoke the
evolution of a DTD towards an XMLSchema. The following
example illustrates schema evolution as proposed by our
method.

Example 1.1 Consider a web service that exchanges mes-
sages concerning address of people working a research lab-
oratory. As usual we represent non terminals starting with
a capital letter and terminals with a small letter. Let \( G \)
be the DTD which defines the addresses of professors and
students and that has \( D \) as the axiom. Besides the pro-
duction rules presented below, we suppose that all the pro-
duction rules \( X \rightarrow x[i] \) such that \( X \in \{ N, M, T, A \} \)
and \( x \in \{ \text{name, number, telephone, address} \} \) are included in the solution:

\[
\begin{align*}
D & \rightarrow \text{directory}[S.T]\, P \\
S & \rightarrow \text{student}[N.M.A]\, ] \\
P & \rightarrow \text{professor}[N.A? T]\, ]
\end{align*}
\]

Now, suppose the web service should also accept the doc-
ument \( \text{directory(\text{student(name, phone)})} \). Clearly, this tree
does not respect the type imposed by \( G \). The administra-
tor may require the original schema (grammar) to evolve.
Grammar \( G' \) (whose production rules are presented below
and whose axiom is \( Y \)) generates the new tree, but the gram-
mar \( G_1 \) resulting from a simple union of \( G \) and \( G' \) is neither
a LTG nor a STTG.

\[
\begin{align*}
Y & \rightarrow \text{directory}[B]\, ] \\
B & \rightarrow \text{student}[C.H]\, ] \\
C & \rightarrow \text{name}[e]\, ] \\
H & \rightarrow \text{phone}[e]\, ]
\end{align*}
\]

Supposing a DTD is the schema language used to express
the web service message type, the schema evolution should
result into a new LTG grammar. Our algorithms give the
following grammar \( G_2 \) as output (by merging some produc-
tion rules of \( G_1 \)) with \( D_Y \) as axiom.

\[
\begin{align*}
D_Y & \rightarrow \text{directory}[S_B | S_K.P]\, ] \\
S_B & \rightarrow \text{student}[N_C.T_H | N_C.M.A]\, ] \\
P & \rightarrow \text{professor}[N_C.A? T_H]\, ] \\
N_C & \rightarrow \text{name}[e]\, ] \\
T_H & \rightarrow \text{phone}[e]\, ] \\
M & \rightarrow \text{number}[e]\, ] \\
A & \rightarrow \text{address}[e]\, ]
\end{align*}
\]

In this context, we propose algorithms to evolve schemas
given as a Local Tree Grammar (i.e. a DTD specifi-
cation) or as a Single-Type Tree Grammar (i.e. a XMLSchema
specification). Our algorithms are capable of finding a defini-
tion for the least (local or single-type) tree language (set of
XML documents) that contains both the XML documents
described by the original type and the newly-arrived data.
For instance, in Example 1.1, grammar \( G_2 \) is the least LTG
that contains the language generated by \( G \) and the tree
\( \text{directory(\text{student(name, phone)})} \).

The algorithms proposed in this paper are able to trans-
form a (general) regular tree grammar into a Local or Single-
Type tree grammar. Our algorithms are proven correct for
any regular tree grammar in reduced normal form (a rele-
vant XML schema is in reduced form, and any regular tree
grammar can be transformed into normal form).

The rest of this paper is organised as follows: in Section 2
we recall the theoretical background needed to the introd-
cution of our method; Section 3 presents our schema evolution
algorithms for LTG and STTG and Section 4 discuss the
implementation of these methods. The paper finishes by
considering some related work and by discussing our per-
spectives of work.

2. THEORETICAL BACKGROUND

This section presents theoretical notions necessary in this
paper. It is a well known fact that type definitions for XML
and regular tree grammars are similar notions and that some
schema definition languages can be represented by using spe-
cific classes of regular tree grammars. Thus, DTD and XML
Schema, correspond, respectively, to Local Tree Grammars
and Single-Type Tree Grammars [MLMK05].

Given a XML type \( T \) and its corresponding tree gram-
mar \( G \), the set of XML documents described the type \( T \)
corresponds to the language (set of trees) generated by \( G \).

Trees can be defined as ranked or unranked. In ranked
trees, each node has a fixed number of children while in
unranked ones each node can have a finite, not predefined,
list of children. In this paper we consider a tree language
as a set of unranked trees. Next, we recall the notions of
unranked \( \Sigma \)-valued trees.

Let \( U \) be the set of all finite strings of non-negative inte-
gers with the empty string \( \varepsilon \) as the identity. In the following
definition we assume that \( \text{Pos}(t) \subseteq U \) is a nonempty set
closed under prefixes\(^1\), i.e., if \( u \preceq v \), \( v \in \text{Pos}(t) \) implies
\( u \in \text{Pos}(t) \).

Definition 2.1 (Unranked \( \Sigma \)-valued tree \( t \)) A nonemp-
try unranked \( \Sigma \)-valued tree \( t \) is a mapping \( t : \text{Pos}(t) \rightarrow \Sigma \)
where \( \text{Pos}(t) \) satisfies: \( j \geq 0, uj \in \text{Pos}(t), 0 \leq i \leq j \Rightarrow ui \in \text{Pos}(t) \).
The set \( \text{Pos}(t) \) is also called the set of positions of \( t \).
We write \( t(v) = a \), for \( v \in \text{Pos}(t) \), to indicate that the
\( \Sigma \)-symbol associated to \( v \) is \( a \). Define an empty tree \( t \) as
the one having \( \text{Pos}(t) = \{ \varepsilon \} \) and \( t(\varepsilon) = \lambda \) where \( \lambda \) is a special
symbol not in \( \Sigma \).

\(^1\)The prefix relation in \( U \), denoted by \( \preceq \) is defined by: \( u \preceq v \)
iff \( uvw = v \) for some \( w \in U \).

Figure 1: An XML tree.
Fig. 1 represents a tree whose alphabet is the set of element names appearing in an XML document. Given a tree $t$ we denote by $t_p$ the subtree whose root is at position $p \in \text{Pos}(t)$, i.e. $\text{Pos}(t_p) = \{s \mid p.s \in \text{Pos}(t)\}$ and for each $s \in \text{Pos}(t_p)$ we have $t_p(s) = t_p.p(s)$. For instance, in Fig. 1 $t_0 = \{('e', \text{student}), (0, \text{name}), (1, \text{number})\}$, or equivalently, $t_0 = \text{student(name,number)}$.

Given a tree $t$ such that the position $p \in \text{Pos}(t)$ and a tree $t'$, we note $t[p \leftarrow t']$ as the tree that results of substituting the subtree of $t$ at position $p$ by $t'$.

**Definition 2.2 (Forest)** Let $L$ be a set of trees. $ST(L)$ denotes the set of sub-trees of elements of $L$, i.e. $ST(L) = \{t \mid \exists u \in L, \exists p \in \text{Pos}(u), t = u_p\}$. A forest is a (possibly empty) tuple of trees. For a terminal $a$ and a forest $w = \langle t_1, \ldots, t_n \rangle$, $a(w)$ is defined by $a(w) = a(t_1, \ldots, t_n)$. On the other hand, $w(e)$ is defined by $w(e) = (t_1(e), \ldots, t_n(e))$, i.e. the tuple of the top symbols of $w$.

The definition of a regular grammar for unranked trees comes from its ranked version (see [CDG+02]) by allowing production rules whose right-hand side contains a regular expression [BMW01]. By convention we use small letters for terminals and capital letters for non terminals.

**Definition 2.3 (Regular Tree Grammar)**

A regular tree grammar (RTG) is a 4-tuple $G = (N, T, S, P)$, where:

- $N$ is a finite set of non-terminal symbols,
- $T$ is a finite set of terminal symbols,
- $S$ is a set of start symbols, where $S \subseteq N$,
- $P$ is a finite set of production rules of the form $X \rightarrow a[R]$, where $X \in N$, $a \in T$, and $R$ is a regular expression over $N$ (We say that, for a production rule, $X$ is the left-hand side, $a$ is the right-hand side, and $R$ is the content model.).

**Definition 2.4 (Derivation)** For a RTG $G = (N, T, S, P)$, we say that a term $t$ build on $N \cup T$ derives (in one step) into $t'$ iff (i) there exists a position $p$ of $t$ such that $t_p = A \in N$ and a production rule $A \rightarrow a[R]$ in $P$; and (ii) $t' = t[p \leftarrow a[R]]$. More generally, a derivation (in several steps) is a (possibly empty) sequence of one-step derivations. We note $t \rightarrow^* t'$.

The language $L(G)$ generated by $G$ is the set of trees containing only terminal symbols, defined by: $L(G) = \{t \mid \exists A \in S, A \rightarrow^* t\}$.

**Example 2.1**

Given the tree grammar $G = (N, T, \{X\}, P)$, where $P = \{X \rightarrow f[A^*B], A \rightarrow a, B \rightarrow b\}$. We have the derivation from the start symbol $X \rightarrow f[a, b]$.

**Definition 2.5 (Reduced Form)**

A regular tree grammar (RTG) is said to be in reduced form if (i) every non-terminal is reachable from a start symbol, and (ii) every non-terminal generates at least one tree containing only terminal symbols.

Note that a relevant XML schema is already in reduced form. To check that a grammar $G = (N, T, S, P)$ is in reduced form, we compute the set of non-terminals reachable from the start symbols and check that it is equal to $N$ (item (i)). Since emptiness is decidable for RTGs, checking (ii) amounts to check that for all $A \in N$, $G_A = (N, T, \{A\}, P)$ generates a non-empty language.

Converting an arbitrary RTG into reduced form is always possible, however it may lead to an exponential blow-up in the number of non-terminals.

**Definition 2.6 (Normal Form)**

A regular tree grammar (RTG) is said to be in normal form if (i) it does not have two production rules of the form $A \rightarrow a[E_1]$ and $A \rightarrow b[E_2]$ where terminals $a \neq b$ and (ii) no two production rules have the same non-terminal in the left-hand side and the same terminal in the right-hand side.

Notice that the definition above is closed to that in [ML02]; the difference is that we include the condition (i) to our normal form definition. The conversion of a regular tree grammar (RTG) into a normal form is done according to the following steps: (1) For every pair of rules $A \rightarrow a[E_1]$ and $A \rightarrow b[E_2]$ rewrite one of the rules by replacing the non terminal $A$ by a new non terminal $B$ (obtaining, for instance, $A \rightarrow b[E_2]$ and substituting all occurrences of $A$ by $B$ in all regular expressions. If $A$ is a start symbol, $B$ should be added to the set of start symbols. (2) For every pair of rules $A \rightarrow a[E_1]$ and $A \rightarrow a[E_2]$ replace them by the rule $A \rightarrow a[E_1 | E_2]$. Note that the conversion into normal form preserves the reduced form.

**Definition 2.7 (Reduced Normal Form)** A regular tree grammar (RTG) is said to be in reduced normal form if it is both in reduced form and in normal form.

**Example 2.2** Given the tree grammar $G_0 = (N, T, S, P_0)$, where $N = \{X, A, B\}$, $T = \{f, a, c\}$, $S = \{X\}$, and $P_0 = \{X \rightarrow f[A, B], A \rightarrow a, B \rightarrow a, A \rightarrow c\}$. Note that $G_0$ is in reduced form, but it is not in normal form. By applying step (1) of the conversion method discussed above, we obtain the set $P_1 = \{X \rightarrow f[(A|C), B]$, $A \rightarrow a, B \rightarrow a, C \rightarrow c\}$. Thus $G_1 = (N \cup \{C\}, S, P_1)$ is already in reduced normal form.

The following three definitions come from [MLMK05].

**Definition 2.8 (Competing Non-Terms)** Two different non-terminals $A$ and $B$ (of the same grammar $G$) are said competing with each other if

- one production rule has $A$ in the left-hand side,
- another production rule has $B$ in the left-hand side, and
- these two production rules share the same terminal symbol in the right-hand side.

**Definition 2.9 (Local Tree Grammar)** A local tree grammar (LTG) is a regular tree grammar that does not have competing non-terminals. A local tree language (LTL) is a language that can be generated by at least one LTG.

Note that converting a LTG into normal form produces a LTG as well.
Definition 2.10 (Single-Type Tree Grammar)
A single-type tree grammar (STTG) is a regular tree grammar in normal form, where (i) for each production rule, non terminals in its regular expression do not compete with each other, and (ii) symbols do not compete with each other. A single-type tree language (STTL) is a language that can be generated by at least one STTG.

In [MLMK05] the expressive power of these classes of languages is discussed. We recall that $\text{LTL} \subset \text{STTL} \subset \text{RTL}$. Moreover, the LTL and STTL are closed under intersection but not under union; while the RTL are closed under union, intersection and difference.

Example 2.3 Let $G_1, G_2$ and $G_3$ be regular tree grammars. Each grammar $G_i$ is defined by $G_i = (N, T, S = \{\text{DirA}, \text{DirB}\}, P_i)$. We consider that all three sets of production rules have rules $A \to a\varepsilon$ where $a \in \{\text{name}, \text{add}, \text{phone}, \text{number}\}$ besides those specified below.

\[
\begin{align*}
P_1 \quad & \\
\text{Dir} & \to \text{directory}[\text{\textit{Student}}.\text{\textit{Prof}}] \\
\text{Student} & \to \text{student}(\text{\textit{DirA}} \mid \text{\textit{DirB}}) \\
\text{Prof} & \to \text{\textit{professor}}(\text{\textit{DirB}}) \\
\text{DirA} & \to \text{\textit{direction}}(\text{\textit{Name}}.\text{\textit{Number}}?\text{\textit{.Add}}) \\
\text{DirB} & \to \text{\textit{direction}}(\text{\textit{Name}}.\text{\textit{Add}}?\text{\textit{.Phone}})
\end{align*}
\]

Notice that according to the previous definitions, grammar $G_3$ is a LTTG, $G_2$ is a STTTG and not a LTTG (DirA and DirB compete with each other) while $G_1$ is a RTTG which is not a STTTG (DirA and DirB compete and belong to the same regular expression).

3. SCHEMA EVOLUTION

Our goal is not schema extraction but to allow a given schema to evolve (in a conservative way) according to the set of new XML documents that need to be accepted by the application. This section describes our schema evolution approach by presenting the main theoretical contributions of our work.

The algorithms proposed here take as argument a general regular tree grammar in reduced normal form. They produce a LTG (respectively a STTG) whose language is the least LTL (resp. the least STTL) that contains the language described by the original grammar.

The intuitive idea underlying both algorithms is to identify sets of competing non-terminal symbols of the tree grammar, and fix the problem by identifying these non-terminals as the same one.

3.1 Generating LTG from RTG
We consider the problem of obtaining a local tree grammar whose language contains a given tree language. Given a regular tree grammar $G_0$, we are interested in the definition of the least local tree language that contains the language generated by $G_0$. The new language will be described by a local tree grammar. The algorithm described below obtains a new grammar by transforming $G_0$. The transformation rules are intuitively simple: every pair of competing non-terminals are transformed into one symbol. We show that this simple transformation of the original grammar yields to a local tree grammar in a finite number of steps.

Let us now consider some useful properties of local tree languages. These properties will be used to show the correctness of our grammar-transformation algorithm. The following lemma states that the type of the subtrees of a tree node is determined by the label of its node (i.e. the type of each node is locally defined). Recall that $ST(L)$ is the set of sub-trees of elements of $L$.

Lemma 3.1 Let $L$ be a local tree language (LTL). Then, for each $t \in ST(L)$, each $t' \in L$ and each $p' \in Pos(t')$, we have that

$$t(e) = t'(p') \implies t'[p' \leftarrow t] \in L.$$  

Proof. Let us write $a = t(e) = t'(p')$ and $t = a(w)$. $L$ can be generated by a LTG in normal-form: $G = (N, T, S, P)$. To generate $a$, there is only one rule $A \to a[R] \in P$. Therefore $\exists w \in L(R), u \to [w]$. Then $A \to a[R] \to [w]$. On the other hand, $\exists B \in S$, $B \to [w]$ is a rule. Consequently, $B \to [t][p' \leftarrow A] \to [w][t'[p' \leftarrow a(w)] = t'[p' \leftarrow t]$. Thus $t'[p' \leftarrow t] \in L$.

In the following, we also need a weaker version of the previous lemma:

Corollary 3.1 Let $L$ be a local tree language (LTL). Then, for each $t, t' \in ST(L)$, and each $p' \in Pos(t')$, we have that

$$t(e) = t'(p') \implies t'[p' \leftarrow t] \in ST(L).$$  

In practical terms, Corollary 3.1 gives us a rule of thumb on how to “complete” a regular language in order to obtain a local tree language. For instance, let $L = \{f(a(b), c), f(a(c), b)\}$ be a regular language. Accordingly to Corollary 3.1, we know that $L$ is not LTL and that the least local tree language $L'$ containing $L$ contains all trees where $a$ has $c$ as a child together with all trees where $a$ has $b$ as a child. In other words, $L' = \{f(a(b), c), f(a(c), b), f(a(c), c), f(a(b), b)\}$.

Let us now define our first algorithm for schema (DTD, Local Tree Grammar) evolution. The main intuition behind our algorithm is to merge rules having competing non-terminals in their left-hand side. New non terminals are introduced in order to replace competing ones.

Definition 3.1 (Grammar Transformation) Let $G_0 = (N_0, T_0, S_0, P_0)$ be a regular tree grammar in reduced normal form. We define a new regular tree grammar $G = (N, T, S, P)$, obtained from $G_0$, according to the following steps:

1. For each rule

$$A \to a[R]$$

2. For each rule

$$A \to a$$
1. Let $G_2 := G_0$, where $G_2$ is denoted by $(N_2, T_2, S_2, P_2)$.

2. While there exists a pair of production rules of the form $X_1 \rightarrow a [R_1]$ and $X_2 \rightarrow a [R_2]$ in $P_2$ ($X_1 \neq X_2$) do:
   (a) Let $Y$ be a new non-terminal symbol and define a substitution $\sigma = [X_1/Y, X_2/Y]$.
   (b) Let $G_3 := (\sigma(N_2 \cup \{Y\}), T_2, \sigma(S_2), P_3)$, s.t. $P_3 = \sigma(P_2 \cup \{Y \rightarrow a [R_1R_2]\}) - \{X_1 \rightarrow a [R_1], X_2 \rightarrow a [R_2]\}$.
   (c) Let $G_2 := G_3$, where $G_2$ is denoted by $(N_2, T_2, S_2, P_2)$.


Example 3.1 Consider the situation described in Example 1.1 where grammar $G_1$ is the input for the algorithm of Theorem 3.1. In a first step, production rules $D \rightarrow \text{directory}[S', P']$ and $Y \rightarrow \text{directory}[B]$ are replaced by $D_Y \rightarrow \text{directory}[B | S', P']$. Following the same idea, rules $S \rightarrow \text{student}[N.M.A?]$ and $B \rightarrow \text{student}[C.D]$ are replaced by $S_Y \rightarrow \text{student}[C.D | N.M.A?]$. This change implies changes on the right-hand side of other production rules such as $D_Y \rightarrow \text{directory}[S_B | S_Y', P']$. The last steps merge rules concerning the terminals name and phone. In this way we obtain the grammar

$G_2 = \{(D_Y, S_B, P, N_C, P_M, M, A), \{\text{directory, student, professor, name, phone, number, address}\},$ \{D_Y\}, $P\}$

whose set of production rules $P$ is shown in Example 1.1. □

The next two properties are straightforward and show that our algorithm stops, generating a local tree grammar in normal form:

Theorem 3.1 (The algorithm stops) The algorithm in Definition 3.1 always ends, producing an RTG in reduced normal form.

Proof: Straightforward, from the facts: (i) At each iteration, a pair of production rules is substituted by just one production rule. (ii) Each iteration maintains the reduced normal form of the grammar being processed. □

Theorem 3.2 The grammar produced by the algorithm of definition 3.1 is a LTG.

Proof: Straightforward, from the stop condition on the main loop. □

The following theorem is the main result of this sub-section. It shows that the language generated by the grammar obtained by algorithm in Definition 3.1 is the least possible language (in the sense of set inclusion) that is both a local tree language and contains the language generated by the original grammar $G_0$.

Theorem 3.3 The grammar returned by the algorithm of Definition 3.1 generates the least local tree language that contains $L(G_0)$. □

We have to prove that $L(G_0) \subseteq L(G)$ (soundness), and that $L(G) \subseteq L(G')$ (minimality: $L(G)$ is the least LTL containing $L(G_0)$). Proving soundness is not very difficult. Minimality comes from the following steps:
- As production rules of a LTG in normal form define a bijection between the sets of terminals and non-terminals, there is only one rule $A \rightarrow a[R]$ producing subtrees with root $a$. By the composition of our algorithm this rule should correspond to a rule $A_1 \rightarrow a[R_1]$ in $G_0$ with $R = \theta(R_1) | \cdots | \theta(R_n)$ where $\theta$ is a composition of substitutions.
- Consequently, we can prove that if $a(w)$ is a subtree of $t \in L(G)$, then there is at least one tree in $L(G_0)$ with $a(w')$ as a subtree, s.t. $w'(\epsilon) = w(\epsilon)$ (i.e. forests $w'$ and $w$ have the same tuple of top-symbols).
- $w$ is a forest composed by subtrees of $L(G)$, and by induction hypothesis applied to each component of $w$ (each component is a strict subtree of $a(w)$), we get that $w$ is also a forest composed of subtrees by $L(G')$. On the other hand, since $L(G_0) \subseteq L(G')$, $a(w')$ is a subtree of $L(G')$.
- As $G'$ is a LTG, from Corollary 3.1, we can replace each subtree of $a(w')$ -rooted by the elements of $w'(\epsilon)$- by the corresponding subtree of $a(w)$ and thus, $a(w)$ is a subtree of $L(G')$.
- Finally, as this is valid for every subtree, we have that $L(G) \subseteq L(G')$.

Formally, in order to prove Theorem 3.3, we need to prove some properties over the algorithm. Recall that $G_0 = (N_0, T_0, S_0, P_0)$ is the initial grammar considered by the algorithm, and that $G = (N, T, S, P)$ denotes the grammar computed by the algorithm.

We start by showing that our algorithm proposes a grammar which generates a language containing $L(G_0)$. The following lemma shows that the substitution defined at step 2a of the algorithm preserves the trees generated by the grammar $G_0$.

Lemma 3.2 Consider one step of the algorithm. If $X \rightarrow P_2 a(w)$ then $\sigma(X) \rightarrow P_2 a(w)$ where $P_2$ and $P_3$ are the set of production rules referred in Definition 3.1.

Proof. By induction on the length of $X \rightarrow P_2 a(w)$. We have $X \rightarrow P_2 a[R]$ and $\exists u \in L(R), u \rightarrow P_2 w$. Two cases should be considered whether $X$ is or not a competing non terminal.
- If $X$ is not a competing non terminal, ie $X \notin \{X_1, X_2\}$, $\sigma(X) \rightarrow P_2 a[\sigma(R)]$ and $\sigma(u) \in L(\sigma(R))$. By induction hypothesis, $\sigma(u) \rightarrow P_2 w$, therefore $\sigma(X) \rightarrow P_2 a(w)$.
- Otherwise, suppose $X$ is a competing non terminal, ie $X = X_1$ (the case $X = X_2$ is similar). Now $\sigma(X) = Y = \sigma(Y) \rightarrow P_2 a[\sigma(R_1R_2)]$, and $\sigma(u) \in L(\sigma(R_1))$. By induction hypothesis, $\sigma(u) \rightarrow P_2 w$, therefore $\sigma(X) \rightarrow P_2 a(w)$. □

Example 3.2 Let the RTG $G_0$ be the input of the algorithm of Definition 3.1 and $G$ be the resulting LTG:

$$
\begin{array}{c|c}
G_0: & G: \\
\hline
S \rightarrow a[A, A] & Y \rightarrow a[Y, Y | B] \\
A \rightarrow a[B] & B \rightarrow b[\epsilon] \\
B \rightarrow b[\epsilon] & \\
\end{array}
$$

Notice that $L(G_0)$ contains just the tree $t = a(a(b), a(b))$ and that $t \in L(G)$. □


We can now begin to show the relationship between the original language, as described by the grammar $G_0$ and the language generated by the grammar obtained by the algorithm of Definition 3.1. Let $\theta$ be the composition of all the substitutions defined by the algorithm at step 2a.

**Corollary 3.2**
- $L(G_0) \subseteq L(G)$
- If $X \to^*_{G_0} t$ and $\theta(X) \to^*_{G} t'$, then $t(\epsilon) = t'(\epsilon)$ (i.e. $t$ and $t'$ have the same top symbol).

**Proof.** The first item is an immediate consequence of the previous lemma. Since $G_0$ is in normal form, $X$ occurs once as the left-hand side of a production rule in $G_0$. The same holds for $\theta(X)$ in $G$. Therefore $X$ produces in $G_0$ only one top symbol, and $\theta(X)$ produces in $G$ only one top symbol. Because of Lemma 3.2, these top symbols are equal.

Notice that from the grammars of Example 3.2, we can derive $A \rightarrow a_0 a(b)$ and $X \rightarrow a_0 a(b)$ (recall that $X = \theta(A)$).

The next lemma states that the resulting grammar $G$ does not introduce any new terminal symbol at the root of the generated trees:

**Lemma 3.3** $\forall t \in L(G)$, $\exists t' \in L(G_0)$, $t'(\epsilon) = t(\epsilon)$.

**Proof.** Let $t = a(u) \in L(G)$. The sets of initial non-terminals satisfy $S = \theta(S_0)$. Therefore there exists $A \in S_0$ s.t. $\theta(A) \rightarrow_{G} a(u)$ with $u \in N^{*}$ and $u \rightarrow^{*}_{G_0} w$. Since $G_0$ is in reduced form, there exist $A \rightarrow a'[R] \in P_0$, $v \in L(R)$, and a forest $w'$ s.t. $v \rightarrow^{*}_{G_0} w'$. Therefore $A \rightarrow_{G_0} a'(w')$.

From Corollary 3.2, $a' = a$, then there exists $t' = a(u') \in L(G_0)$ and $t'(\epsilon) = a = t(\epsilon)$.

Next, we show that for every sub-tree generated by $G$, its root appears in at least one subtree of the language generated by $G_0$ (recall that $w'(\epsilon) = w(\epsilon)$ means that forests $w'$ and $w$ have the same tuple of top-symbols):

**Lemma 3.4** If $t \in ST(L(G))$, such that $t = a(u)$, then $\exists t' \in ST(L(G_0))$, $t'(\epsilon) = t(\epsilon)$.

**Proof.** Let $t \in ST(L(G))$ s.t. $t = a(u)$. There exists $A \rightarrow a[R] \in P$ s.t. $A \rightarrow a(u)$, $u \in L(R)$, $u \rightarrow^{*}_{G} w$. By construction, $R = \theta(R_3) \ldots \theta(R_n)$, and $\forall i, \exists A_i \in S_0, A_i \rightarrow a[R_i] \in P_0 \land \theta(A_i) = A$. Therefore there exists $j$ s.t. $u \in L(R_j)$. Consider $A_j \rightarrow a[R_j] \in P_0$. There exists $u' \in L(R_j)$ s.t. $\theta(u') = u$.

Since $G_0$ is in reduced form, there exists a forest $w'$ s.t. $u' \rightarrow^{*}_{G_0} w'$. Consequently $A_j \rightarrow_{G_0} a(u') \rightarrow^{*}_{G_0} a(w')$. Let $t' = a(w')$. Since $G_0$ is in reduced form, the rule $A_j \rightarrow a[R_j]$ is reachable in $G_0$, then $t' \in ST(L(G_0))$. From Corollary 3.2, since $\theta(u') = u$, we have $w'(\epsilon) = w(\epsilon)$.

As an illustration of Lemma 3.4, we observe that from the grammars of Example 3.2, given the tree $a(a(b), a(a(b), a(b)))$, for its sub-tree $t = a(a(b), a(a(b))) \in ST(L(G))$, we have $t' = t \in ST(L(G_0))$.

Now, we can prove that the algorithm just adds what is necessary to get a LTL (and not more), in other words, that $L(G)$ is the least local tree language that contains $L(G_0)$. This is done in two stages: first for sub-trees, then for trees.

**Lemma 3.5** Let $L'$ be a LTL such that $L(G_0) \subseteq L'$. Then $ST(L(G)) \subseteq ST(L')$.

**Proof.** By structural induction on the trees in $ST(L(G))$. From Lemma 3.4, there exists $t' \in ST(L(G_0))$ s.t. $t' = a(u') \wedge w(\epsilon) = w(\epsilon)$. Since $L(G_0) \subseteq L'$, we have $ST(L(G_0)) \subseteq ST(L')$, then $t' \in ST(L')$.

If $w$ is an empty forest (i.e. the empty tuple), $w'$ is also empty, therefore $t' = t \in ST(L')$.

Otherwise, let us write $w = (a_1(w_1), \ldots, a_n(w_n))$ and $w' = (a_1(w_1'), \ldots, a_n(w_n'))$ (since $w(\epsilon) = w'(\epsilon)$, and $w'$ have the same top symbols). Since $t = a(w) \in ST(L(G))$, for each $j \in \{1, \ldots, n\}$, $a_j(w_j) \in ST(L(G))$, then by induction hypothesis $a_j(w_j) \in ST(L')$, $L'$ is a LTL, and for each $j$ we have: $a_j(w_j) \in ST(L')$, $t' \in ST(L')$. From Corollary 3.1 $n$ times, we get $t'[1 \leftarrow a_1(w_1)] \ldots [n \leftarrow a_n(w_n)] = t \in ST(L')$.

**Theorem 3.4** Let $L'$ be a LTL such that $L' \supseteq L(G_0)$. Then $L(G) \subseteq L'$.

**Proof.** Let $t \in L(G)$. Then $t \in ST(L(G))$. From Lemma 3.5, $t \in ST(L')$. On the other hand, from Lemma 3.3, there exists $t' \in L(G_0)$ s.t. $t'(\epsilon) = t(\epsilon)$. Then $t' \in L'$. From Lemma 3.1, $t'[t \leftarrow t] = t \in L'$.

This result ensures that the grammar $G$ of Example 3.2 generates the least LTL that contains $L(G_0)$.

### 3.2 Generating STTG from RTG

Let us now consider the problem of obtaining a single-type tree grammar whose language contains a given tree language. Thus, given a regular tree grammar $G_0$, we are interested in the definition of the least single-type tree language that contains the language generated by $G_0$. The new language will be described by a single-type grammar. The algorithm described below obtains a new grammar by transforming $G_0$. Roughly speaking, for each production rule $A \rightarrow a[R]$ in $G_0$, an equivalence relation is defined on the non-terminals of $R$, so that all competing non-terminals of $R$ are in the same equivalence class. These equivalence classes are the non-terminals of the new grammar.

Let $G_0 = (N_0, T_0, S_0, P_0)$ be a RTG in reduced normal form.

**Definition 3.2** (Grouping competing non-terminals)

Let $\parallel$ be the relation on $N_0$ defined by: for all $A, B \in N_0$, $A \parallel B$ iff $A = B$ or $A$ and $B$ are competing in $P_0$.

For any $\chi \in P(N_0)$, let $[\chi]$ be the restriction of $\parallel$ to the set $\chi$ ($[\chi]$ is defined only for elements of $\chi$).

**Lemma 3.6** Since $G_0$ is in normal form, $[\chi]$ is an equivalence relation for any $\chi \in P(N_0)$.

**Proof.** Reflexivity and symmetry are obvious. Let us prove transitivity. Let $A, B, C \in \chi$ and suppose $A \parallel B$ and $B \parallel C$. If $A = B$ or $B = C$, we get automatically $A \parallel C$. Otherwise $A$ and $B$ are competing, and $B$ and $C$ are competing. Therefore there are production rules in $P_0$:

$A \rightarrow a[R_1], B \rightarrow a[R_2], B \rightarrow b[R_3], C \rightarrow b[R_3]$

Since $G_0$ is in normal form, $a = b$, then $A$ and $C$ are competing, thus $A \parallel C$. ∎
Notations

- For any regular expression $R$, $N(R)$ denotes the set of non-terminals occurring in $R$.
- For any $\chi \in \mathcal{P}(N_0)$ and any $A \in \chi$, $A^\chi$ denotes the equivalence class of $A$ w.r.t. relation $\parallel$. In other words, $A^\chi$ contains $A$ and the non-terminals of $\chi$ that are competing with $A$ in $P_0$.
- $\sigma_{N(R)}$ is the substitution defined over $N(R)$ by $\forall A \in N(R), \sigma_{N(R)}(A) = A^\chi(N(R))$. By extension, $\sigma_{N(R)}(R)$ is the regular expression obtained from $R$ by replacing each non-terminal $A$ in $R$ by $\sigma_{N(R)}(A)$.

To make presentation easier, the algorithm below is not optimized. An optimized version is given in Section 4.

Definition 3.3 (RTG into STTG Transformation) Let $G_0 = (N_0, T_0, S_0, P_0)$ be a regular tree grammar in reduced normal form. We define a new regular tree grammar $G = (N, T, S, P)$, obtained from $G_0$, according to the following steps:

1. Let $G = (\mathcal{P}(N_0), T_0, S_0, P_0)$ where:
   
   \[
   S = \{A S_0 \mid A \in S_0\},
   \]
   
   \[
   P = \{\{A_1, \ldots, A_n\} \rightarrow a[\sigma_{N(R)}(R)] \mid \forall A \in N, a[R] \in P_0, R = (R_1 \cdots | R_n)\},
   \]
   
   where $\{A_1, \ldots, A_n\}$ indicates all non-empty sets containing competing non-terminals (not only the maximal ones).

2. Remove unreachable non-terminals and unreachable rules in $G$, then return it.

Our generation of STTG from RTG is based on grouping competing non-terminals into equivalence classes. In the new grammar each non-terminal is a set of non-terminals of $N_0$. When competing non-terminals which appear in the same regular expression $R$ in $G_0$ are identified, the set that contains all of them forms a new non-terminal symbol. The production rule having this new symbol as its left-hand side is obtained from those rules containing the competing symbols in $G_0$.

Notice that our algorithm first considers (step 1 in Definition 3.3) all sets of competing non-terminals on their left-hand side (and not only maximal sets) to build the production rules of $G$. Thus, at step 1, $G$ may create unreachable rules (from the start symbols), which are then removed at step 2.

Example 3.3 Consider a non-STTG grammar $G_0$ having the following set $P_0$ of productions rules ($\text{Image}$ is the start symbol):

- $\text{Image} \rightarrow \text{image}[\text{Frame}1 | \text{Frame}2 | \text{Background} | \text{Foreground}]$
- $\text{Frame}1 \rightarrow \text{frame}[\text{Frame}1 | \text{Frame}2 | \epsilon]$
- $\text{Frame}2 \rightarrow \text{frame}[\text{Frame}2 | \text{Frame}2 | \epsilon]$
- $\text{Background} \rightarrow \text{back}[\text{Frame}1]$
- $\text{Foreground} \rightarrow \text{fore}[\text{Frame}2]$

Grammar $G_0$ defines different ways of decomposing an image: recursively into two or three frames or by describing the background and the foreground separately. Moreover, the background (resp. the foreground) is described by binary decompositions (resp. ternary decompositions). In other words, the language of $G_0$ contains the union of the trees: $\text{image}(\text{bin}[\text{frame}]), \text{image}(\text{fore}[\text{frame}])$ and $\text{image}(\text{back}(\text{bin}[\text{frame}]), \text{fore}(\text{ter}[\text{frame}]))$ where bin (resp. ter) denotes the set of all binary (resp. ternary) trees that contains only the symbol frame.

The algorithm returns $G$, which contains the rules below (the start symbol is $\text{Image}$):

- $\{\text{Image} \rightarrow \text{image}[\text{Frame}1, \text{Frame}2] \mid \text{Frame}1, \text{Frame}2\}$
- $\{\text{Background}, \{\text{Foreground}\}\}$
- $\{\text{Background} \rightarrow \text{back}[\text{Frame}1]\}$
- $\{\text{Foreground} \rightarrow \text{fore}[\text{Frame}2]\}$
- $\{\text{Frame}1, \text{Frame}2 \rightarrow \text{frame}[\epsilon] \mid \{\text{Frame}1, \text{Frame}2\}, \{\text{Frame}1, \text{Frame}2\}, \{\text{Frame}1, \text{Frame}2\}\}$
- $\{\text{Frame}1 \rightarrow \text{frame}[\epsilon], \{\text{Frame}1\}\}$
- $\{\text{Frame}2 \rightarrow \text{frame}[\epsilon], \{\text{Frame}2\}\}$

Note that some regular expressions could be simplified. $G$ is a STTG that generates the union of $\text{image}(\text{tree}[\text{frame}])$ and $\text{image}(\text{back}(\text{bin}[\text{frame}]), \text{fore}(\text{ter}[\text{frame}]))$ where tree denotes the set of all trees that contain only the symbol frame and such that each node has 0 or 2 or 3 children. Let $L_C(X)$ denote the language obtained by deriving in $G$ the non-terminal $X$. Actually, $L_C(\{\text{Frame}1, \text{Frame}2\})$ is the least STTL that contains $L_{G_0}(\{\text{Frame}1, \text{Frame}2\})$.

Theorem 3.5 The grammar returned by the algorithm of Definition 3.3 generates the least STTL that contains $L(G_0)$.

The rest of this sub-section consists in proving the previous theorem. The notations are those of Definition 3.3. The proof somehow looks like the proof concerning the transformation of a RTG into a LTG (Sub-section 3.1). However it is more complicated since in a STTL (and unlike what happens in a LTL), the confusion between $t_{p'} = a(w')$ should be done only if position $p$ in $t$ has been generated by the same production rule as position $p'$ in $t'$, i.e. the symbols occurring in $t$ and $t'$ along the paths going from root to $p$ (resp. $p'$ in $t'$) are the same. This is why we introduce notation $\text{path}(t, p)$ to denote these symbols (Definition 3.4).

Lemma 3.7 Let $\chi \in \mathcal{P}(N_0)$ and $A, B \in \chi$. Then $A^\chi$ and $B^\chi$ are not competing in $P$.

Proof. By contradiction. Suppose $A^\chi$ and $B^\chi$ are competing in $P$. Then there exist $A^\chi \rightarrow a[R_1] \in P$ and $B^\chi \rightarrow a[R_2] \in P$.

From the construction of $P$, there exist $C \in A^\chi$ (then $C \parallel_a A$) and $C \rightarrow a[R_1] \in P_0$, as well as $D \in B^\chi$ (then $D \parallel_a B$) and $D \rightarrow a[R_2] \in P_0$.

Therefore $C \parallel_a D$ and by transitivity $A \parallel_a B$, then $A^\chi = B^\chi$, which is impossible since by definition, competing non-terminals are not equal.

Example 3.4 Given the grammar of Example 3.3, let $\chi = \{\text{Frame}1, \text{Frame}2, \text{Background}\}$. The equivalence classes induced by $\parallel_a$ are $\text{Frame}1^\chi = \text{Frame}2^\chi = \{\text{Frame}1, \text{Frame}2\}$;
Lemma 3.8 \( G \) is a STTG.

Proof. We first prove that there are no regular expression in \( P \) containing competing non-terminals. Let \( A^S_0, B^S_0 \in S \). Then for every lemma \( A^S_0 \) and \( B^S_0 \) are not competing in \( P \). For any regular expression \( R \), let \( A^N(R), B^N(R) \in N(\sigma_N(R)) \). Then \( A, B \in N(R) \), and from previous lemma \( A^N(R) \) and \( B^N(R) \) are not competing in \( P \).

We know that \( P \) is in normal form: There is at most one rule in \( P \) whose left-hand-side is \( \{ A_1, \ldots, A_n \} \), where for each \( A_i \), there is at most one rule in \( P \) whose left-hand-side is \( A_i \) (because \( G_0 \) is in normal form). Therefore \( G \) is in normal form.

The next lemma establishes the basis for proving that the language generated by \( G \) contains the language generated by \( G_0 \). It considers the derivation process over \( G \), that is, it is equivalent to \( \chi^{\ast} \) (because of Lemma 3.9). \( \chi \) and \( \chi^{\ast} \) are for \( N \). In order to have \( \chi \) associated with \( \chi^{\ast} \) (because \( \hat{N} \) is a STTG).

Thus \( \chi \) is a derivation tree for \( \chi^{\ast} \) (because \( \chi^{\ast} \) is a derivation tree for \( \chi^{\ast} \) and \( \chi^{\ast} \) are for \( N \) and \( \hat{N} \)).

Definition 3.4 (Path in a tree \( t \) to a position \( p \)) Let \( t \) be a tree and \( p \in \text{Pos}(t) \). We define \( \text{path}(t, p) \) as being the word of symbols occurring in \( t \) along the branch going from the root to position \( p \). Formally, \( \text{path}(t, p) \) is recursively defined by:

- \( \text{path}(t, e) = t(e) \)
- \( \text{path}(t, p.i) = \text{path}(t, p).t(p, i) \) where \( i \in \mathbb{N} \).

Given a STTG \( G \), let us consider the derivation process of two trees \( t \) and \( t' \) belonging to \( L(G) \). The following lemma proves that positions \( p \) in \( t \) and \( p' \) in \( t' \) having identical paths are derived by using the same rules. A consequence of this lemma (when \( t' = t \) and \( p' = p \)) is the well known result about the unicity in the way of deriving a given tree with a STTG [ML02].

Lemma 3.10 Let \( G' \) be a STTG, let \( t, t' \in L(G') \). Let \( X \rightarrow_{p,rule_{p}} t \) be a derivation of \( t \) and \( X' \rightarrow_{p',rule'_{p'}} t' \) be a derivation of \( t' \) by \( G' \) \((X, X') \) are start symbols). Then \( \forall p \in \text{Pos}(t), \forall p' \in \text{Pos}(t') \), \( \text{path}(t, p) = \text{path}(t', p') \implies \text{rule}^p = \text{rule}'_{p} \).}

Proof. Suppose \( \text{path}(t, p) = \text{path}(t', p') \). Then we have \( \text{length}(p) = \text{length}(p') \). The proof is by induction on \( \text{length}(p) \).

- If \( \text{length}(p) = 0 \), then \( p = p' = e \), and \( t(e) = t'(e) = a \). Therefore \( \text{rule}^e = \text{rule}'_{e} = (X \rightarrow a[R]) \).

If \( X \neq X' \) then two start symbols are competing; which is impossible since \( G' \) is a STTG.

Therefore \( \text{rule}^e = \text{rule}'_{e} \), then \( \text{rule}^e = \text{rule}'_{e} \).

- Induction step. Suppose \( p = q.k \) and \( p' = q'.k' \) \((k, k' \in \mathbb{N}) \), and \( \text{path}(p, p) = \text{path}(p', p') \).

Then \( \text{path}(t, q) = \text{path}(t', q') \). By induction hypothesis, \( \text{rule}_{q} = \text{rule}'_{q} = (X \rightarrow a[R]) \). There exists \( w, w' \in \text{L}(R) \) and \( w(k) = A, w'(k') = A' \) and \( \text{rule}_{p} = (A \rightarrow b[R']) \), \( \text{rule}'_{p} = (A' \rightarrow b[R']) \) where \( b = p(t) = p'(t) \).

If \( A \neq A' \) then \( A \in N(R) \) and \( A' \in N(R) \) are competing, which is impossible since \( G' \) is a STTG.

If \( A = A' \) and \( R_{1} \neq R_{1}' \), then \( G' \) is not in normal form, which contradicts the fact that \( G' \) is a STTG.

Therefore \( \text{rule}_{p} = \text{rule}'_{p} \).

In a STTL, it is possible to permute sub-trees that have the same paths.
Lemma 3.11 Let $G'$ be a STTG. $\forall t, t' \in L(G'), \forall p \in \text{Pos}(t)$, $\forall p' \in \text{Pos}(t')$, $(\text{path}(t, p) = \text{path}(t', p') \Rightarrow t'|p' \rightarrow t|p \in L(G'))$

Proof. Let us write $t|_p = a(f)$ and $t'|_{p'} = a(f')$ ($f, f'$ are forests).
From Lemma 3.10, $t(p)$ and $t'(p')$ have been generated by the same rule, say $X \rightarrow a[R]$. Then there exist $w, w' \in L(R)$ s.t. $w \rightarrow_{G'} f$ and $w' \rightarrow_{G'} f'$. We have $(A$ is a start symbol)

$$A \rightarrow_{G'} t'|p' \leftarrow a(w') \rightarrow_{G'} t|p \leftarrow a(f') = t'$$

Therefore $A \rightarrow_{G'} t'|p' \leftarrow a(w) \rightarrow_{G'} t'|p' \leftarrow a(f) = t'|p \rightarrow t|p \in L(G')$. \qed

Example 3.6 Let $G$ be the grammar of Example 3.3. Consider a tree $t$ as shown in Figure 3. The permutation of sub-trees $t|_{0.0}$ and $t|_{0.1}$ gives us a new tree $t'$. Both $t$ and $t'$ are in $L(G)$.

Figure 3: Trees $t$ and $t'$ with permuted sub-trees.

Definition 3.5 (Branch derivation) Let $G'$ be a RTG. A branch-derivation is a tuple of production rules of $G'$: $(A^i \rightarrow a^i[R^1], \ldots, A^n \rightarrow a^n[R^n])$ s.t. $\forall i \in \{2, \ldots, n\}, A^i \in N(R^{-1})$.

Notice that if $A^1$ is a start symbol, the branch-derivation represents the derivation of a branch of a tree. This branch contains the terminals $a^1, \ldots, a^n$ (the path to the node having $a^n$ as label).

Now, let us prove properties over the grammar $G$ built by Definition 3.3.

Lemma 3.12 Consider a branch-derivation in $G$: $(\langle\{A_1, \ldots, A_{n_1}\} \rightarrow a^1\sigma_N(R_1^{11})\mid \cdots \mid R_1^{1n_1}\rangle, \ldots, \langle\{A_1, \ldots, A_{n_k}\} \rightarrow a^k\sigma_N(R_1^{k1})\mid \cdots \mid R_1^{kn_k}\rangle)$ and let $i_k \in \{1, \ldots, n_k\}$.

Then there exists a branch-derivation in $G_0$: $(A_{i_1} \rightarrow a^1[R_{i_1}^1], \ldots, A_{i_k} \rightarrow a^k[R_{i_k}^k])$.

Proof. By induction on $k$.
- $k = 1$. There is one step. From Definition 3.3, $A_{i_k} \rightarrow a^k[R_{i_k}^k] \in P_0$.
- Induction step. By induction hypothesis applied on the last $k - 1$ steps, there exists a branch-derivation in $G_0$: $(A_{i_1} \rightarrow a^1[R_{i_1}^1], \ldots, A_{i_{k-1}} \rightarrow a^{k-1}[R_{i_{k-1}}^{k-1}])$.

Moreover $\{A_{i_1}, \ldots, A_{i_2}\} \in N(\sigma_N(R_1^{11})\mid \cdots \mid R_1^{1n_1})$. Then there exists $i_1 \in \{1, \ldots, n_1\}$ s.t. $A_{i_2}^1 \in N(R_1^n)$. And from Definition 3.3, $A_{i_1}^1 \rightarrow a^1[R_{i_1}^1] \in P_0$. \qed

The following example illustrates Lemma 3.12 and its proof.

Example 3.7 Let $G$ be the grammar of Example 3.3 and $t$ the tree of Figure 3. The branch-derivation corresponding to the node 0.0.0 contains the first and the fourth rules of $G$ presented in Example 3.3 (notice that the fourth rule appears three times). Figure 4 illustrates this branch-derivation on a derivation tree. For instance, the first rule in $G$ is

$$\{\text{Image}\} \rightarrow \text{image}([\text{Frame1}, \text{Frame2}] \mid \{\text{Frame1}, \text{Frame2}\})$$

and $G_0$ has the production rule

$$\text{Image} \rightarrow \text{image}([\text{Frame1} \mid \text{Frame2} \mid \text{Background}], \text{Foreground})$$

Then, the branch-derivation gives us the fourth rule in $G$, namely:

$$\{\text{Frame1}, \text{Frame2}\} \rightarrow \text{frame}$$

Notice that the left-hand side $\{\text{Frame1}, \text{Frame2}\}$ is a non terminal in the right-hand side of (R1). Now, consider each non terminal of $G_0$ forming the non terminal $\{\text{Frame1}, \text{Frame2}\}$ in $G$. Clearly, $\text{Frame1}$ is on the right-hand side of the second rule in $P_0$ while $\text{Frame2}$ is on the right-hand side of the third rule in $P_0$ (as shown in Example 3.3). We can observe the same situation for all the rules in the branch-derivation. Thus, as proved in Lemma 3.12, the branch-derivation in $G_0$ that corresponds to the one considered in this example is:
The following lemma somehow expresses what the algorithm of Definition 3.3 does. Given a forest $w = (t_1, \ldots, t_n)$, recall that $w(\epsilon) = (t_1(\epsilon), \ldots, t_n(\epsilon))$, i.e. $w(\epsilon)$ is the tuple of the top symbols of $w$.

**Lemma 3.13** \( \forall t \in L(G) \forall p \in \text{Pos}(t), t_p = a_w(\epsilon) \iff \exists \tau \in L(G_0), \exists \tau' \in \text{Pos}(t'), (t'|_{\tau'}) = a_w(\epsilon) \land w(t') = w(t) \land \text{path}(t', p') = \text{path}(t, p). \)

**Proof.** There exists a branch-derivation in $G$ that derives the position $p$ of $t$:

\[
\begin{align*}
(A_1, \ldots, A_n) &\rightarrow a^1_1 \sigma_{N[R_i]} \cdots \sigma_{N[R_k]} [R_i] \cdots [R_k], \ldots, \\
(A_1, \ldots, A_n) &\rightarrow a^2_1 \sigma_{N[R_i]} \cdots \sigma_{N[R_k]} [R_i] \cdots [R_k], \\
\end{align*}
\]

and $u \in L(\sigma_{N[R_i]} \cdots \sigma_{N[R_k]} [R_i] \cdots [R_k])$ s.t. $u \rightarrow_G w$.

Then there exists $i_k$ s.t. $u \in L(\sigma_{N[R_i]} \cdots \sigma_{N[R_k]} [R_i] \cdots [R_k])$.

Then there exists $v \in L(R_{i_k}^n)$ s.t. $u = \sigma_{N[R_i]} \cdots \sigma_{N[R_k]} (v)$.

Note that $\forall Y \in N_0 \forall X \in \mathcal{P}(N_0), Y$ and $\tilde{Y}$ generate the same top-symbols. So $u$ and $v$ generate the same top-symbols. Since $G_0$ is in reduced form, there exists $w'$ s.t. $v \rightarrow_{G_0} w'$, and then $w'(\epsilon) = w(\epsilon)$.

From Lemma 3.12, there exists a branch-derivation in $G_0$:

\[
\begin{align*}
(A_1, \ldots, A_n) &\rightarrow a^1_1 [R_i] \cdots [R_k], \\
(A_1, \ldots, A_n) &\rightarrow a^2_1 [R_i] \cdots [R_k], \\
\end{align*}
\]

Since $G_0$ is in reduced form, there exists $t' \in L(G_0)(A_i)$ (i.e. $t'$ is a tree derived from $A_i$ by rules in $P_0$, and $t'$ contains only terminals), and there exists $p' \in \text{Pos}(t')$ s.t. this branch-derivation derives in $G_0$ the position $p'$ of $t'$.

Since $v \in L(R_{i_k}^n)$ and $v \rightarrow_{G_0} w'$, one can even choose $t'$ s.t. $t'|_{\tau'} = a^{b}(w')$. Since $a^b = a$, we have $t'|_{\tau'} = a(w')$.

On the other hand, $\text{path}(t', p') = a^1 \cdots a^b = \text{path}(t, p)$.

Finally, since $t \in L(G), \{A_1, \ldots, A_n\} \in S$. Since $A_i \in \{A_1, \ldots, A_n\}$, from Definition 3.2 we have $A_i \in S_0$. Therefore $t' \in L(G_0)$.

**Example 3.8** Let $G$ be the grammar of Example 3.3 and $t$ the tree of Figure 3. Let $p = 0$.

Using the notations of Lemma 3.13, $t_0 = \text{frame}(w)$ where $w = \langle \text{frame}(\text{frame}, \text{frame}, \text{frame}), \text{frame}(\text{frame}, \text{frame}), \text{frame}(\text{frame}, \text{frame}) \rangle$. $t \notin L(G_0)$, however $t' = \text{image}(\text{frame}(\text{frame}, \text{frame}), \text{frame})) \in L(G_0)$ and (with $p' = p = 0$) $t'|_{\tau'} = \text{frame}(w')$ where $w' = \langle \text{frame}(\text{frame}, \text{frame}), \text{frame} \rangle$. Thus $w'(\epsilon) = w(\epsilon)$.

Note that some others $t' \in L(G_0)$ suit as well.

We end this section by proving that the grammar obtained by our algorithm generates the least STTG which contains $L(G_0)$.

**Lemma 3.14** Let $L'$ be a STTG s.t. $L(G_0) \subseteq L'$. Then $t \in L(G)$. Then, \( \forall p \in \text{Pos}(t), \exists \tau' \in L', \exists \tau \in \text{Pos}(t'), (t'|_{\tau'}) = t|_p \land \text{path}(t', p') = \text{path}(t, p). \)

**Proof.** We define the relation $\models$ over $\text{Pos}(t)$ by $q \models q \iff q \in \mathbb{N}, p \models q$. Since $\text{Pos}(t)$ is finite, $\models$ is noetherian. The proof is by noetherian induction on $\models$.

Let $p \in \text{Pos}(t)$. Let us write $t|_p = a(w)$.

From Lemma 3.13, we know that:

\[
\exists \tau \in L(G_0), \exists \tau' \in \text{Pos}(t'), (t'|_{\tau'}) = a(w') \land w(t') = w(t) \land \text{path}(t', p') = \text{path}(t, p).
\]

As $\text{path}(t', p') = \text{path}(t, p)$, from Lemma 3.11 applied on $t_1$ and $t'$, we get $t'[p'-1 \rightarrow t_1[p'] \in L']$.

However (\( t'[p'-1 \rightarrow t_1[p'] \in L'] \)), \( \text{path}(t', p') = \text{path}(t, p) \).

By applying the same reasoning for positions $p_2, p_3, \ldots, p_n$, we get a tree $t'' \in L'$ s.t. $t''|_{p'} = t_1[p]$ and $\text{path}(t'', p') = \text{path}(t, p)$.

**Corollary 3.4** (when $p = \epsilon$, and then $p' = \epsilon$) Let $L'$ be a STTG s.t. $L' \supseteq L(G_0)$. Then $L(G) \subseteq L'$.  

4. IMPLEMENTATION

In Section 3, Definition 3.3 presents an algorithm to evolve a STTG. The direct implementation of this algorithm leads to an exponential time and space behavior. While that definition eases the presentation, its implementation needs to be efficient, in order to be useful in practice. In this section, we describe a new version of the same algorithm, which is suited for direct implementation. It is straightforward to see that this algorithm generates the same result as that of Definition 3.3. The next algorithm keeps a set of unprocessed non-terminals which are accessible from the start symbol (this set is represented by $U$ in Definition 4.1). In this way we just compute those non-terminal symbols which are accessible from the start symbols of the grammar.

**Definition 4.1 (RTG into STTG Transformation)** Let $G_0 = (N_0, T_0, S_0, P_0)$ be a general (regular) tree grammar. We define a new single-type tree grammar $G = (N, T, S, P)$, obtained from $G_0$, according to the following steps:

1. Let $S := \{ A^{n_0} | A \in S_0 \}$;
2. Let $G := (N := \emptyset, T := T_0, S := \emptyset)$;
3. Let $U := S$;
4. While $U \neq \emptyset$ do:
In Definition 4.1, we start by computing the equivalence classes of the start symbols of \( G \) and we insert them to the set \( U \), containing those non-terminals which are not yet processed. At each iteration of the while loop, an element of \( U \) is chosen as the new non-terminal for which a new production rule is going to be created. This non-terminal is added to the set \( N \). At each step the set \( U \) is updated by adding to it those non-terminals appearing on the right-hand side of the new production rule, filtering the non-terminals already processed.

Our algorithms are designed to be used in a scenario where a (XML) data administrator needs to change the type of their data. The schema evolution is triggered by the arrival of new documents that are not validated by the existing schema. In this case, the administrator will build a simple schema from the new data and add the new rules to those of the existing type. The tree grammar resulting from this operation will not be a valid schema, but it can be seen as an instance of a general regular tree grammar. This grammar will be the input to our algorithms.

We have a prototype tool that implements the proposed algorithms. The purpose of our prototype is to serve as a proof of concept. It was implemented using the ASF+SDF Meta-Environment [vdBHdJ'01] and it is about 1000 lines of code. The grammars presented in the Examples 1.1 and 3.3 were obtained by our prototype. Despite its purpose as a proof of concept, our implementation runs quite fast, since schemas are generally not very large.

5. RELATED WORK

As discussed in [Flo05], traditional tools require the data schema to be developed prior to the creation of the data together with an agreement of the involved communities over a structure and a vocabulary. Unfortunately, in several modern applications the schema often changes as the information grows and different people, organisations and communities have inherently different ways of modeling the same information. Complete elimination the schema does not seem to be a solution since it assigns meaning to the data and thus helps automatic data search, comparison and processing. To find a balance, [Flo05] considers that we need to find how to automatically map schemas and vocabulary to each other and how to rewrite code written for a certain schema into code written for another schema describing the same domain.

Most existing work in the area of XML schema evolution is placed in the second proposed solution. For instance, in [GMR05] a set of schema update primitives is proposed and the impact of schema updates over XML documents is analysed. The basic idea is to keep track of the updates made to the schema and to identify the portions of the schema that require validation. The document portions affected by those updates are then re-validated (and changed, if necessary).

Our approach aims to be included in the first proposed solution of [Flo05] since it allows the conservative evolution of schemas. Indeed, our method extends the work in [BDH'04, dHM'07, BDFM'09] which considers the conservative evolution of LTG in a local perspective, i.e. by proposing the evolution of regular expressions. Contrary to this, the present paper proposes schema evolution in a global perspective, dealing with the tree grammars as a whole. Moreover, we also consider the evolution of STTG.

Our proposal is inspired in some grammar inference methods (see [Ang92, Sak97] for surveys) that returns a tree grammar or a tree automaton from a set of positive examples. For instance, in [BM03] we find a method for learning a subclass of (ranked) regular tree languages. It is based on the construction of a tree automaton whose states are equivalence classes. In [BM06], the same authors establish that the whole set of (ranked) RTL is efficiently identifiable from membership queries and positive examples. Our method deals with unranked trees, starts from a given RTG \( G_0 \) (representing a set of positive examples) and finds the least LTG or STTG that contains \( L(G_0) \). As we consider a initial tree grammar we are not exactly inserted in the learning domain, but their methods inspire us and give us tools to solve our problem, namely, the evolution of a original schema (and not the extraction of a new schema).

Several papers (such as in [GGR'00, Chi01, BNST06, BNV07]) deal with XML schema inference. An algorithm for extracting intuitive DTDs from XML document is proposed in [GGR'00]. In [Chi01] XML schemas are modelled as extended context free grammars and the author proposes an extraction algorithm, based on grammar inference, which merges non terminals with similar context. The initial grammar comes from a set of non terminals and production rules as contents of document nodes. In [BNST06] DTD inference consists in an inference of regular expressions from positive examples. As the seminal result from Gold [Gold67] shows that the class of all regular expressions cannot be learnt from positive examples, [BNST06] identifies classes of regular expressions that can be efficiently learnt. Their basic method consists in inferring a single occurrence automaton called SOA from a finite set of strings and to transform it to a SORE (regular expressions in which every element name can occur at most once). Their method is extended to deal with XMLSchema (XSD) in [BNV07]. They introduce the concept of single occurrence XSD, noted by SOXSD, as an XSD containing only SOREs. In this context, they propose a method to infer \( k \)-local (a XSD having its content models depending only on labels up to \( k \) ancestor) SOXSDs.

6. CONCLUSION

This paper deals with type evolution of semi-structured data. Our algorithms give schemas generating the minimal tree languages containing the original type. Our goal is to allow a given schema to evolve encompassing the needs of the application using it. Therefore, we always consider an initial existing type that should evolve and not the construction of
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