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Abstract

We present a way to specify a Galois $k$ weak hierarchy of a meet-description context, using, on the one hand, weak clusters associated with a multiway dissimilarity function and, on the other hand, a strict valuation on the entity description space. Moreover, we place ourselves in the framework of a probabilistic meet-closed description context, i.e., a meet-closed description context where entity descriptions are probability distributions. Then we show that, in such a context, the expectation is a strict valuation when the entity description space is endowed with the stochastic order. We also discuss the case of internet traffic flows, as to an illustration of a probabilistic meet-closed description context. Furthermore, we provide examples
of multiway dissimilarity functions on the entity set of a probabilistic meet-closed
description context, based on mutual information.
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1 Introduction

The data set dealt with in many applications can generally be represented
as a meet-closed description context; that is, a context consisting of enti-
ties whose descriptions belong to a meet-closed set, the entity description
space [1]. Representing data in this way allows to take advantage from both
dissimilarity-based data analysis approaches and order-theoretic ones. This
paper is concerned with a combination of a dissimilarity-based approach for
clustering probabilistic objects, with an order-theoretic one.

We consider the $k$-weakly hierarchical cluster structure extending the well-
known hierarchical one [2], as well as the way it is associated with multiway
dissimilarity functions via weak clusters [3, 4]. We also present a way to spec-
ify a Galois $k$-weak hierarchy of a meet-description context, using, on the one
hand, weak clusters associated with a multiway dissimilarity function and, on
the other hand, a strict valuation on the entity description space. Moreover,
we place ourselves in the framework of a probabilistic meet-closed description context, i.e., a meet-closed description context where entity descriptions are probability distributions. Then we show that, in such a context, the expectation is a strict valuation when the entity description space is endowed with the stochastic order. We also discuss the case of internet traffic flows, as represented in [5], as to an illustration of a probabilistic meet-closed description context. Furthermore, we provide examples of multiway dissimilarity functions on the entity set of a probabilistic meet-closed description context, based on mutual information. The rest of the paper is organized as follows.

Section 2 is concerned with $k$-weakly hierarchical cluster structures and the specification of the Galois $k$-weak hierarchy associated with a $k$-way dissimilarity function. Probabilistic meet-closed description contexts are addressed in Section 3, where the expectation is shown to be a strict valuation. Finally, examples of multiway dissimilarity functions based on mutual information are discussed in Section 4.

2 Galois $k$-weak hierarchies and multiway dissimilarities

2.1 $k$-weak hierarchies

Main cluster structures dealt with in data analysis range from well-known hierarchies to weak hierarchies. Weak hierarchies have been generalized to $k$-weak hierarchies [3, 4, 2], where $k$ is a positive integer. Weak hierarchies have been introduced by weakening the characteristic condition of so-called strong hierarchies [6].
Let $E$ be a finite nonempty set. A strong hierarchy on $E$ is a collection $\mathcal{H}$ of subsets of $E$, satisfying:

(HI) two members $X, Y$ of $\mathcal{H}$ are always either disjoint or nested, i.e. $X \cap Y \in \{\emptyset, X, Y\}$.

A weak hierarchy on $E$ is a collection $\mathcal{H}$ of subsets of $E$ satisfying:

(WH) the intersection of any three members $X, Y, Z$ of $\mathcal{H}$ is always the intersection of two among these three, i.e., $X \cap Y \cap Z \in \{X \cap Y, X \cap Z, Y \cap Z\}$.

In contrast to hierarchies, members of a weak hierarchy can overlap. It should be noticed that every hierarchy is clearly a weak hierarchy. Moreover, condition (WH) generalizes naturally, giving rise to $k$-weakly hierarchical collections [3, 4], where $k$ is a positive integer. A $k$-weak hierarchy on $E$ is a collection $\mathcal{H}$ of subsets of $E$ satisfying:

(KW) the intersection of any $(k + 1)$ members $C_1, \ldots, C_k, C_{k+1}$ of $\mathcal{H}$ is always the intersection of $k$ among these $k + 1$, i.e. there is $i \in \{1, \ldots, k + 1\}$ such that $\bigcap_{j \neq i} C_j \subseteq C_i$.

It may be noted that a weak hierarchy is nothing else than a 2-weak hierarchy and a 1-weak hierarchy is a chain, i.e., a collection of nested sets.

2.2 The $k$-weak hierarchy associated with a multiway dissimilarity function

According to the set-based definition given in [1], a $k$-way dissimilarity on $E$ will be any nonnegative real valued and isotone map defined on the set of all nonempty subsets of $E$ with at most $k$ elements, i.e., any map $d : E_{\leq k}^* \rightarrow \mathbb{R}_+$.
such that $d(X) \leq d(Y)$ when $X \subseteq Y$.

Dissimilarity functions play an important role in cluster analysis where they are often used for constructing clusters having a weak within-cluster and/or a strong between-cluster dissimilarity degrees. Weak clusters introduced in [6] in the framework of pairwise similarity measures are among these clusters. They are said to be weak in contrast to so-called strong clusters.

A subset $X$ of $E$ is said to be a strong cluster associated with a pairwise dissimilarity function $d_2$ (or $d_2$-strong cluster), if its $d_2$-strong isolation index

$$i_{d_2}^s(X) := \min_{x,y \in X, \ z \notin X} \{d_2(x, z) - d_2(x, y)\}$$

is strictly positive. In other words, for all $x, y$ within the cluster and $z$ outside, each of the dissimilarities $d_2(x, z)$ and $d_2(y, z)$ is greater than the dissimilarity $d_2(x, y)$.

A nonempty subset $X$ of $E$ is said to be a weak cluster associated with a pairwise dissimilarity function $d_2$ (or $d_2$-weak cluster), if its $d_2$-weak isolation index

$$i_{d_2}^w(X) := \min_{x,y \in X, \ z \notin X} \{\max\{d_2(x, z), d_2(y, z)\} - d_2(x, y)\}$$

is strictly positive. In other words, for all $x, y$ within the cluster and $z$ outside, at least one of the dissimilarities $d_2(x, z)$ and $d_2(y, z)$ is greater than the dissimilarity $d_2(x, y)$.

It should be noticed that any $d_2$-strong cluster is a $d_2$-weak one. Moreover, the notion of weak cluster has been naturally extended to multiway dissimilarity functions [3, 4]. A nonempty subset $X$ of $E$ is said to be a weak cluster associated with a $k$-way dissimilarity measure $d_k$ (or $d_k$-weak cluster) if its
A meet-closed description context is a context where entities from a finite set are described in a meet-semilattice. We will denote such a context as a triple \((E, \mathcal{D}, \delta)\), where \(E\) is the entity set, \(\mathcal{D}\) the entity description space, and \(\delta\) a descriptor that maps \(E\) into \(\mathcal{D}\). A meet-closed description context \(\mathcal{K} := (E, \mathcal{D}, \delta)\) induces a Galois correspondence between \((\mathcal{P}(E), \subseteq)\) and \(\mathcal{D}\) by means of the maps

\[
\begin{align*}
f : X &\mapsto \bigwedge \{ \delta(x) : x \in X \} \\
g : \omega &\mapsto \{ x \in E : \omega \leq \delta(x) \},
\end{align*}
\]

The Galois lattice of a meet-closed description context
for \( X \subseteq E \) and \( \omega \in D \). The Galois correspondence \((f, g)\) induces, in turn, a closure operator \( \varphi_{\delta} := g \circ f \) on \((\mathcal{P}(E), \subseteq)\).

A subset \( X \) of \( E \) is said to be \( \varphi_{\delta} \)-closed (or a *Galois closed entity set* (of \( K \)) under \( \varphi_{\delta} \)) when \( \varphi_{\delta}(X) = X \). Let \( G(K) \) denote the set of all pairs \((X, \omega) \in \mathcal{P}(E) \times D\) such that \( \varphi_{\delta}(X) = X \) and \( f(X) = \omega \). Then \( G(K) \), endowed with the order defined by \((X_1, \omega_1) \leq (X_2, \omega_2)\) if and only if \( X_1 \subseteq X_2 \) (or, equivalently \( \omega_2 \leq \omega_1 \)), is a complete lattice called the *Galois lattice* of the context \( K \) [7].

### 2.3.2 The Galois \( k \)-weak hierarchy associated with multiway dissimilarity function

Let \( K := (E, D, \delta) \) be a meet-closed description context. A *Galois \( k \)-weak hierarchy* of \( K \) will be any sub-collection of \( G(K) \) consisting of pairs \((X, \omega)\), such that the Galois closed entity sets \( X \) form a \( k \)-weak hierarchy.

A number of Galois \( k \)-weak hierarchies can be derived from a given meet-closed description context. In this section, we consider Galois weak hierarchies consisting of pairs \((X, \omega)\) such that \( X \) is a weak cluster associated with some multiway dissimilarity function.

Let \( d \) be a \( k \)-way dissimilarity function on \( E \). Recall that the \( k \)-weak hierarchy associated with \( d \) is the collection of \( d \)-weak clusters. We define the *Galois \( k \)-weak hierarchy associated with \( d \)* to be the maximum sub-collection of \( G(K) \) consisting of pairs \((X, \omega)\) such that \( X \) is a \( d \)-weak cluster.
2.3.3 A characterization of Galois closed entity sets

The characterization of Galois closed entity sets given below uses the notion of valuation. A valuation on a poset \((P, \leq)\) is a map \(h : P \to \mathbb{R}_+\) such that \(h(x) \leq h(y)\) when \(x \leq y\). A strict valuation is a valuation \(h\) such that \(x < y\) implies \(h(x) < h(y)\).

Let \(\mathbb{K} := (E, \mathcal{D}, \delta)\) be a meet-closed description context. For any \(X \subseteq E\), \(\delta(X)\) will denote the set of descriptions of entities belonging to \(X\), and for any \(x \in E\), \(X + x\) will denote \(X \cup \{x\}\). For any positive integer \(k\), let \(\mathcal{I}_k(E)\) denote the set of meets of descriptions of nonempty subsets of \(E\) with at most \(k\) elements, i.e.:

\[
\mathcal{I}_k(E) = \{\delta(x_1) \land \cdots \land \delta(x_k) : x_1, \ldots, x_k \in E\}.
\]

It may be noted that \(\mathcal{I}_1(E) = \delta(E)\) and \(\mathcal{I}(E) := \mathcal{I}_{|E|}(E)\) is the meet-semilattice generated by \(\delta(E)\). The result below characterizes the Galois closed entity sets of \(\mathbb{K}\), in terms of strict valuations.

**Proposition 2** A subset \(X\) of \(E\) is \(\varphi_\delta\)-closed if and only if for any strict valuation \(h\) on \(\mathcal{I}_{|E|}(\delta(E))\) and for any \(x \in E\): \(h(\land \delta(X + x)) = h(\land \delta(X))\), where \(|E|\) denotes the cardinality of \(E\).

Finally, according to Propositions 1 and 2, a Galois \(k\)-weak hierarchy \(G_kW\) of the meet-closed description context \(\mathbb{K}\) can be specified in the following way:

1. Define a \(k\)-way dissimilarity function \(d\) on \(E\);
2. Define a strict valuation \(h\) on \(\mathcal{D}\);
3. Set \(G_kW\) to be the collection of pairs \((X, \land \delta(X))\), where \(X\) is a \(\varphi_\delta\)-closed \(d\)-weak cluster.
3  Strict valuations for a probabilistic meet-closed description context

3.1  Stochastic order and lattice structure

We wish now to apply the preceding results to objects having a probabilistic behavior. This will extend the notion of stochastic Galois Lattice introduced in [8] to other cluster systems. The probabilistic objects can be individuals (for example a customer or a group of customers in economy) as well as complex devices (for example queuing systems in a computer network). The behavior of each object is modeled by a random variable (r.v.) but we are mainly focused on the distribution of this r.v.. The following notations agree with the ones used in the preceding sections.

Let $E$ denote a set which elements $x$ are called probabilistic objects. To each $x$ is associated a r.v. $V_x$ taking its values in the real line $\mathbb{R}$ and defined on a probability space $(\Omega, \mathcal{F}, P)$ which may depend on $x$. The distribution of this r.v. is the probability measure $P_x$ on $\mathbb{R}$ such that $P_x(A) = P(V_x \in A)$ for any Borel subset $A \subseteq \mathbb{R}$.

In the example developed in the next section, $E$ will denote a set of internet flows, $x$ a flow and $P_x$ a probability measure on an interval $[0, B]$ of bandwidth.

The set $\mathcal{D}$ of descriptions of the elements of $E$ is therefore the set $\mathcal{D}(\mathbb{R})$ of all probability measures on $\mathbb{R}$. Let $\delta$ denote the mapping

$$\delta : E \rightarrow \mathcal{D} \text{ defined as } \delta(x) = P_x.$$ 

We will write $x \sim y$ (or $V_x \sim V_y$) whenever $V_x$ and $V_y$ have the same distribution,
that is \( P_x = P_y \).

We will consider the survival function

\[
F_x^*(t) = P_x((t, +\infty)) = P(V_x > t), \quad t \in \mathbb{R}
\]

which is equal to \( 1 - F_x \) where \( F_x \) denotes the usual cumulative distribution function (cdf) of \( V_x \) defined by

\[
F_x(t) = P_x((-\infty, t]) = P(V_x \leq t), \quad t \in \mathbb{R}.
\]

As seen previously, we need in an essential way a semi-ordering relation on \( \mathcal{D} \). Several definitions are possible (see e.g.\([9], [10]\)) but we will use here the stochastic order, mainly because of the proposition mentioned below.

We will say that \( P_x \) is stochastically lower than \( P_y \), shortly \( P_x \leq_{st} P_y \), if and only if

\[
\int_{\mathbb{R}} f(s)dP_x(s) \leq \int_{\mathbb{R}} f(s)dP_y(s)
\]

for any non decreasing \( f : \mathbb{R} \to \mathbb{R} \) such that both integrals exist.

Note that this definition does not require that \( V_x \) and \( V_y \) be defined on the same \((\Omega, \mathcal{F}, P)\).

It can be proved that an equivalent definition is that the above inequality holds for any non decreasing continuous and positive function \( f : \mathbb{R} \to \mathbb{R}_+ \) \([10, pp. 275-276]\). Moreover,

\[
P_x \leq_{st} P_y \text{ iff } F_x^* \leq F_y^* \text{ or equivalently } F_y \leq F_x
\]

([10] Muller-Scarsini04 pp 275-276) so that \( \leq_{st} \) is an ordering relation on \( \mathcal{D}(\mathbb{R}) \).
Its is clear that the ordered set \((\mathcal{D}(\mathbb{R}), \le_{st})\) is a lattice with

\[ F_x^* \land_{st} F_y^* = \min(F_x^*, F_y^*) \text{ and } F_x^* \lor_{st} F_y^* = \max(F_x^*, F_y^*). \]

Now we assume that all the above r.v.'s have a finite first moment. Let \(h\) be the valuation defined by

\[ h : \mathcal{D} \to \mathbb{R}, h(P_x) = \int_\mathbb{R} t dP_x(t) = E_P(V_x) \]

where \(E_P\) denotes the expectation w.r.t. the probability measure \(P\) on \(\Omega\).

It can be noticed that \(h\) takes its value in \(\mathbb{R}\) and not in \(\mathbb{R}_+\). However, as it will be seen later, this is not a problem as we will only deal with finite sets \(E\).

Our clustering methods hinges on the observation that the valuation \(h\) is strictly increasing on the lattice \((\mathcal{D}(\mathbb{R}), \le_{st}, \land_{st}, \lor_{st})\):

**Proposition 3** \(P_x \le_{st} P_y\) and \(P_x \neq P_y\) implies that \(h(x) < h(y)\).

**Proof.** We propose two different proofs \((i)\) and \((ii)\).

\((i)\) Let

\[ F_x^{-1}(u) = \inf\{t : F_x(t) > u\} \]

be the pseudo-inverse of \(F_x\) and let \(U\) be a uniform r.v. on \([0, 1]\). Then

\[ V = F_x^{-1}(U) \sim V_x \]

since

\[ P(V \leq t) = P(U \leq F_x(t)) = F_x(t) = P(V_x \leq t). \]
Since $V \leq W = F_y^{-1}(U)$, the equality $h(x) = h(y)$ would imply $V = W$ contradicting $P_x \neq P_y$, therefore $h(x) < h(y)$.

(ii) Let $V_x^+ = V_x \lor 0$ and $V_x^- = (-V_x) \lor 0$ be the usual positive parts of $V_x$. Since

$$E_P(V_x^+) = \int_0^{+\infty} P(V_x^+ > t) dt = \int_0^{+\infty} P(V_x > t) dt$$

and

$$E_P(V_x^-) = \int_0^{+\infty} P(V_x^- \geq t) dt = \int_0^{+\infty} P(V_x \leq -t) dt$$

we have

$$E_P(V_x) = \int_0^{+\infty} (P(V_x > t) - P(V_x \leq -t)) dt.$$ 

If $V_x \leq_{st} V_y$, then

$$P(V_x > t) - P(V_x \leq -t) \leq P(V_y > t) - P(V_y \leq -t)$$

and the equality $E_P(V_x) = E_P(V_y)$ would imply

$$P(V_x > t) - P(V_x \leq -t) = P(V_y > t) - P(V_y \leq -t)$$

for almost all $t > 0$. Therefore

$$P(V_x > t) = P(V_y > t) \text{ and } P(V_x > -t) = P(V_y > -t)$$

that is $P(V_x > t) = P(V_y > t)$ for almost all $t$. Hence we would have $F_x = F_y$ since these functions are right continuous. This is in contradiction with $P_x \neq P_y$ and thus $h(x) < h(y)$.

Observe that all the arguments above also hold for categorical r.v.’s $V_x$ taking their values in any totally ordered finite or countable set. Indeed it suffices to define $\leq_{st}$ by ordering the survival functions $F^*$ which are well defined.
Of course the relation $\leq_{st}$ can be defined in $\mathcal{D}(\mathbb{R}^n)$ by testing the integrals on non decreasing $f : \mathbb{R}^n \to \mathbb{R}$. Unfortunately $\mathcal{D}(\mathbb{R}^n)$ need not be a lattice for $n \geq 2$ [9] but a strict valuation can be defined as follows:

$$h_n(P_x) = \sum_{i=1}^{n} c_i h(P_{x,i}^i)$$

where $P_{x,i}^i$ denotes the distribution of $V_{x,i}^i$ for any random vector $V_x = (V_{x,1}, ..., V_{x,i}, ..., V_{x,n})$ having for distribution $P_x$, the weights $c_i$ being arbitrary strictly positive real numbers.

**Proposition 4** $P_x \leq_{st} P_y$ in $\mathcal{D}(\mathbb{R}^n)$ and $P_x \neq P_y$ implies $h_n(P_x) < h_n(P_y)$

**Proof.** By a theorem of Strassen (see e.g. [10, p. 275]) we know that $P_x \leq_{st} P_y$ in $\mathcal{D}(\mathbb{R}^n)$ iff there exists two r.v. $V$ and $W$ having for distribution $P_x$ and $P_y$ respectively, such that $V \leq W$ a.s. Since the coordinates of these vectors are such that $V_i \leq W_i$ a.s., we have $h(P_{x,i}^i) = E(V_i) \leq E(W_i) = h(P_{y,i}^i)$ so that $h$ is increasing. Moreover since $c_i > 0$ for $i = 1, ..., n$, $h_n(P_x) = h_n(P_y)$ would imply $h(P_{x,i}^i) = h(P_{y,i}^i)$ and $V_i = W_i$ a.s.. Then we would have $V = W$ a.s. and $P_x = P_y$, contradicting $P_x \neq P_y$. Thus $h$ is a strict valuation.

Note that for $n = 1$, the relation $\leq_{st}$ can be interpreted as follows: let $t$ be any value and let $\alpha_t$ be the chance that $V_x > t$, then the chance of finding $V_y > t$ is greater than $\alpha_t$. In other words $P_x \leq_{st} P_y$ means that there is a tendency of finding $V_y$ greater than $V_x$. The theorem of Strassen gives a precise statement of this interpretation for any $n$.

Also note that the proof of Strassen theorem used in the proof of the last proposition is given in the above proof (i) for $n = 1$. 
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It can be observed that the conclusion of the propositions does no more hold when using other usual ordering relations. Moreover, it may be noted that various dissimilarity functions on probabilistic objects can be found in the literature (see, for instance, [11, p. 69] for pairwise dissimilarities). A canonical multiway dissimilarity function for a meet-closed description context can also be found in [1].

3.2 Internet flows and density of bandwidth occupation time

In the Internet network, the information is stored into small units, namely the packets. An Internet flow is a sequence of packets having a common property, for example the same source and destination and the same protocol. We are interested here to highly aggregated flows. As mentionned in [5], the classification of such flows is of interest for various reasons:

- global view of the Internet traffic
- better management by using a separate treatment for each traffic class
- detection of denial of service attacks since the classes are different wether the network is attacked or not.

Our goal here is to study various cluster structures which are different from the partition obtained in [5] by estimating a mixture of Dirichlet distributions.

Measurements performed on the network yield a representation of a flow as a function \( t \rightarrow X_t \) where \( t \in [0, T] \) is the time variable on an observation window of size \( T \) and \( X_t \) is the bandwidth of the flow at time \( t \), that is the size (in bytes) transferred per time unit.
It is highly interesting to consider the distribution of the bandwidth inside this window. More precisely, suppose that the bandwidth lies in an interval $[0, B]$, then, to any subinterval $[a, b]$ of $[0, B]$ we can associate the portion of time that the process $X_t$ has spent in $[a, b]$, that is the amount of time that $X_t$ has spent in $[a, b]$ divided by $T$. In that way, to each partition of $[0, B]$ into intervals, is associated an histogram of bandwidth occupation time.

Note that if we consider the observed function $t \rightarrow X_t$ as a path of a stochastic process, then the above histogram is an estimator of the density of the bandwidth occupation time, that is the local time $L(T, .)$ under hypotheses that ensure the existence of this latter.

Next, we derive from the above histograms, descending cumulative histograms that are estimators of the survival function associated to the distribution of the bandwidth. Their comparisons induce the desired stochastic order between flows.

With respect to the notations of the preceding section we then see that $E$ denote the set of observed flows. Fix a partition of $[0, B]$ into intervals. Let $x \in E$ denote any arbitrary flow and let $P_x$ the probability measure on the interval $[0, B]$ induced by the histogram of bandwidth occupation time of the flow $x$. This simply means that for any $a, b : 0 \leq a \leq b \leq B$, $P_x[a, b] = \int_a^b H_x(t)dt$ where $H_x$ is the stepwise function defined by the heights of the bars of the histogram. Finally $V_x$ denotes any r.v. having for distribution $P_x$. 
If, usually, most statistical models well describe the multivariate reality of the data set by the mean of a geometric approach, less of them take into account the stochastic contents of the data in order to describe another feature of the same reality by the means of probabilistic concepts as: entropy, divergence and mutual information.

For instance, in classification theory, we often use models which are based on metric criteria and we rarely consider models which are based on probabilistic ones, like those deriving from information theory. More precisely, if for a given data set, as introduced in the previous section, we have to choose a similarity or dissimilarity measure between two or more elements which are similar to probability measures, frequencies, positives values or contingency tables, we can take into account this probabilistic content by choosing, among others, a measure based on the notion of divergence between two probability measures.

4.1 Generalized divergence

As a form of recall, we remind the following results presented in details in, for instance, Csiszár [12, 13, 14], Ali and Silvey [15], and by Zakai and Ziv [16].

Let \( \varphi(t) \) be any convex function from \( \mathbb{R}^+ \setminus \{0\} \) to \( \mathbb{R} \). In order to solve some
indetermination, we adopt the following usual conventions:

\[ \varphi(0) = \lim_{t \to 0^+} \varphi(t) \]

\[ 0 \varphi(\frac{a}{b}) = 0 \]

\[ 0 \varphi(\frac{a}{b}) = \lim_{\delta \to 0^+} \delta \varphi(\frac{a}{b}) = a \lim_{\delta \to 0^+} \delta \varphi(\frac{1}{b}) \quad a > 0 \]

The following lemma, is due to Csiszár [14]:

Let \((\Omega, \mathcal{F}, \mu)\) be any measured space (we will suppose however that the measure \(\mu\) is \(\sigma\)–finite) and let \(\alpha\) and \(\beta\) be two non negative measurable functions defined on \((\Omega, \mathcal{F}, \mu)\). Then:

\textit{i) }

\[ \int I_A \beta \varphi(\alpha \beta) \, d\mu \]

is defined for each \(A \in \Omega\) for which \(\alpha\) and \(\beta\) are integrable. Moreover if, for such a set \(A\), \(\int I_A \beta d\mu\) is strictly positive and if \(\varphi(t)\) is strictly convex at:

\[ t_0 = \varphi\left(\frac{\int I_A \alpha d\mu}{\int I_A \beta d\mu}\right) \]

we have:

\textit{ii) }

\[ \int I_A \beta \varphi(\alpha \beta) \, d\mu \geq \left(\int I_A \beta \, d\mu\right) \varphi\left(\frac{\int I_A \alpha d\mu}{\int I_A \beta d\mu}\right) > -\infty \]

where the equality holds if and only if \(\alpha = t_0 \beta\) \(\mu\) – a.s. on \(A\).

We will assume in the following, that the equalities are considered in the “almost surely” sense.

We consider now two probability measures \(\mu_1\) and \(\mu_2\) defined on \((\Omega, \mathcal{F})\) such that \(\mu_i \ll \mu\) for \(i = 1, 2\). We define the \(\varphi\)–divergence, or the generalized
divergence or merely divergence, of $\mu_1$ with respect to $\mu_2$ by:

$$I_\varphi(\mu_1, \mu_2) = \int \varphi\left(\frac{d\mu_1}{d\mu_2}\right) d\mu_2$$

$$= \int \varphi\left(\frac{f_1}{f_2}\right) f_2 d\mu$$

where $f_i = \frac{d\mu_i}{d\mu}$ for $i = 1, 2$

The above lemma ensures the existence of $I_\varphi(\mu_1, \mu_2)$ and shows that $I_\varphi(\mu_1, \mu_2) \geq \varphi(1)$, where equality holds if and only if $\mu_1 = \mu_2$ in so far as $\varphi$ is strictly convex at $t_0 = 1$. Obviously, $I_\varphi(\mu_1, \mu_2)$ does not depend on the choice of $\mu$. Moreover one can, for homogeneous models, write this expression as:

$$I_\varphi(\mu_1, \mu_2) = \int \frac{d\mu_2}{d\mu_1} \varphi\left(\frac{d\mu_1}{d\mu_2}\right) d\mu_1$$

$$= \int \frac{f_2}{f_1} \varphi\left(\frac{f_1}{f_2}\right) f_1 d\mu$$
The following table presents, for various \( \varphi \), the main measures of \( \varphi \)–divergence:

<table>
<thead>
<tr>
<th>( \varphi(x) )</th>
<th>Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x \log x )</td>
<td>( x \log x )</td>
</tr>
<tr>
<td>( - \log x )</td>
<td>Kullback and Leibler</td>
</tr>
<tr>
<td>( (x - 1) \log x )</td>
<td></td>
</tr>
<tr>
<td>(</td>
<td>x - 1</td>
</tr>
<tr>
<td>( x^\alpha \text{sgn}(\alpha - 1) \text{ avec: } 0 &lt; \alpha \neq 1 )</td>
<td>Rényi’s divergence of order ( \alpha )</td>
</tr>
<tr>
<td>( (\sqrt{x} - 1)^2 )</td>
<td>Hellinger</td>
</tr>
<tr>
<td>( 1 - x^\alpha \quad 0 &lt; \alpha &lt; 1 )</td>
<td>Chernoff</td>
</tr>
<tr>
<td>( (x - 1)^2 )</td>
<td>( \chi^2 )</td>
</tr>
<tr>
<td>(</td>
<td>1 - x^{1/m}</td>
</tr>
<tr>
<td>( 1 - \min(x, 1) )</td>
<td>Wald</td>
</tr>
</tbody>
</table>

(For more details see, for instance, Goel [17], Adhikari and Joshi[18], Aczél and Daróczy [19], as well as Rényi[20]). Note that \( \varphi(1) = 0 \) except for Rényi’s divergence of order \( \alpha \).

Moreover, the generalized divergence leads to the following concept of mutual information between \( n \) random variables (or random vectors).

Let \((\Omega, \mathcal{F}, P)\) be a probability space, and let \( X_1, X_2, ..., X_k \) be \( k \) random variables defined on \((\Omega, \mathcal{F}, P)\) taking values in measured spaces \((X_i, \mathcal{F}_i, \lambda_i)\) \( i = \)
1, 2, ..., k. Note by \( \mu_{X_1,X_2,...,X_k} \) and by \( \otimes_{i=1}^{k} \mu_{X_i} \) the probability measures defined on the product space \( \times_{i=1}^{k} X_i, \otimes_{i=1}^{k} F_i, \otimes_{i=1}^{k} \lambda_i \), respectively equal to the joint probability measure and to the product of the marginal probability measures associated with \( X_1, X_2, ..., X_k \) and which are supposed to be absolutely continuous with respect to the product measure \( \lambda = \otimes_{i=1}^{k} \lambda_i \). We then define the \( \varphi \)-mutual information or the mutual information between the random variables \( X_1, X_2, ..., X_k \), by:

\[
J_\varphi(X_1, X_2, ..., X_k) = I_\varphi(\mu_{X_1,X_2,...,X_k}, \otimes_{i=1}^{k} \mu_{X_i}) = \int \varphi \left( \frac{d\mu_{X_1,X_2,...,X_k}}{d \left( \otimes_{i=1}^{k} \mu_{X_i} \right)} \right) d \left( \otimes_{i=1}^{k} \mu_{X_i} \right) = \int \varphi \left( \frac{f_1}{f_2} \right) f_2 d\lambda
\]

where, \( f_1 \) and \( f_2 \) are, respectively, the probability density functions of the probability measures \( \mu_{X_1,X_2,...,X_k} \) and \( \otimes_{i=1}^{k} \mu_{X_i} \) with respect to the product measure \( \lambda = \otimes_{i=1}^{k} \lambda_i \). In most of the cases, the space \( X_i \) is for, every \( i \), either the real line \( \mathbb{R} \) endowed with the Lebesgue measure, or a discrete space endowed with the counting measure. Some properties of the mutual information follow (for more details and proofs, one can see, among others, Pinsker [21], Mc Eliece [22], Csiszár [12, 14], Gavurin [23]).

i) If \( \varphi(1) \geq 0 \) then \( J_\varphi(X_1, X_2, ..., X_k) \geq 0 \) where the equality holds if and only if the random variables \( X_1, X_2, ..., X_k \) are independent.

ii) \( J_\varphi(X_1, X_2, ..., X_k) \geq J_\varphi(X_1, X_2, ..., X_{k-1}) \) where the equality holds if and only if the random variable \( X_k \) is independent of the random variables \( X_1, X_2, ..., X_{k-1} \).

iii) \( J_\varphi(X_1, X_2, ..., X_k) \) is convex with respect to \( \mu_{X_1,X_2,...,X_k} \).
iv) If for every $j = 1, 2, ..., k$, the functions $g_j$ from \( \langle x_{i=1}^{i=k}x_i, \otimes_{i=1}^{i=k}F_i \rangle \) to \( \langle y_j, G_j \rangle \) are measurable, then we have:

\[
J_{\varphi}(Y_1, Y_2, ..., Y_k) \leq J_{\varphi}(X_1, X_2, ..., X_k)
\]

where $Y_j = g_j(X_1, X_2, ..., X_k)$.

This last result, known as the “data-processing theorem”, shows that some transformation of the initial variables leads, in general, to a mutual information loss.

v) \( J_{\varphi}((X_1, X_2, ..., X_{k-1}), X_k) = \mathbb{E}^{\mu_{X_k}} \left( J_{\varphi} \left( \mu_{X_1, X_2, ..., X_{k-1}|X_k}, \mu_{X_1, X_2, ..., X_{k-1}} \right) \right) \) where \( \mu_{X_1, X_2, ..., X_{k-1}|X_k} \) is the conditional probability measure of the random variables \( X_1, X_2, ..., X_{k-1} \) given \( X_k \) and where \( \mathbb{E}^{\mu_{X_k}} \) denotes the expectation with respect to the probability measure \( \mu_{X_k} \).

vi) \( J_{\varphi}(X_1, X_2, ..., X_{k-1}, X_k) = \mathbb{E}^{\mu_{X_k}} \left( J_{\varphi} \left( \mu_{X_1, X_2, ..., X_{k-1}|X_k}, \otimes_{i=1}^{i=k-1} \mu_{X_i} \right) \right) \).

## 4.2 Dissimilarity measure based on divergence

Consider, as it is the case in many applications, a finite family of probability measures defined on the same finite measurable space \((I, \mathcal{P}(I))\) with \text{Card}(I), equals to \( r \). Using usual modifications, the denumerable and continuous cases are straightforward. Let \( \mathbb{P} \) and \( \mathbb{Q} \) be two probability measures defined on \( \mathcal{P}(I) \). Given a convex function \( \varphi \) from \( \mathbb{R}^+ \backslash \{0\} \) to \( \mathbb{R} \) fulfilling the conditions stated just above, ones recalls that the generalized divergence (or \( \varphi - \text{divergence} \)) of \( \mathbb{P} \) with respect to \( \mathbb{Q} \), is given by:

\[
D_{\varphi}(\mathbb{P}, \mathbb{Q}) = \sum_{i=1}^{r} \varphi \left( \frac{p_i}{q_i} \right) q_i = \mathbb{E}^{\mathbb{Q}} \left[ \varphi \left( \frac{d\mathbb{P}}{d\mathbb{Q}} \right) \right]
\]
Furthermore $D_{\varphi}(\mathbb{P}, \mathbb{Q}) \geq \varphi(1)$ where the equality holds if and only if $\mathbb{P} = \mathbb{Q}$ if $\varphi$ is strictly convex for $t = 1$.

It is clear that in general, $D_{\varphi}(\mathbb{P}, \mathbb{Q}) \neq D_{\varphi}(\mathbb{Q}, \mathbb{P})$. However, if $\tilde{\varphi}$ is given by:

$$\tilde{\varphi}(t) = \varphi(t) + t\varphi\left(\frac{1}{t}\right)$$

Then:

$$D_{\tilde{\varphi}}(\mathbb{P}, \mathbb{Q}) = \sum_{i=1}^r \left[\varphi\left(\frac{p_i}{q_i}\right) + \frac{p_i}{q_i}\varphi\left(\frac{q_i}{p_i}\right)\right] q_i = \sum_{i=1}^r \varphi\left(\frac{p_i}{q_i}\right) q_i + \sum_{i=1}^r \varphi\left(\frac{q_i}{p_i}\right) p_i = \mathbb{E}^\mathbb{Q}\left[\varphi\left(\frac{d\mathbb{P}}{d\mathbb{Q}}\right)\right] + \mathbb{E}^\mathbb{P}\left[\varphi\left(\frac{d\mathbb{Q}}{d\mathbb{P}}\right)\right]$$

If for normalization or comparison reasons, one wishes to preserve the inequality $D_{\tilde{\varphi}}(\mathbb{P}, \mathbb{Q}) \geq \tilde{\varphi}(1)$, one has to take $\tilde{\varphi}$ such as:

$$\tilde{\varphi}(t) = \lambda \varphi(t) + (1 - \lambda) t\varphi\left(\frac{1}{t}\right)$$

where $\lambda \in ]0, 1[$. It is easy to verify that $D_{\tilde{\varphi}}(\mathbb{P}, \mathbb{Q}) = D_{\tilde{\varphi}}(\mathbb{Q}, \mathbb{P})$ but $D_{\tilde{\varphi},\lambda}(\mathbb{P}, \mathbb{Q}) = D_{\tilde{\varphi},\lambda}(\mathbb{Q}, \mathbb{P})$ if and only if $\lambda = \frac{1}{2}$ which generalizes the notion of information radius as introduced by Sibson (see Sibson [24] as Jardine and Sibson [25]).

4.2.1 Binary dissimilarity measure

In order to measure the dissimilarity between two probability measures, one can consider, as above, the divergence between them. However, the fact that the divergence is not symmetric, and the fact that the symmetrical version of the divergence is not very easy to use, lead us to the following definitions.

Let us consider two probability measures $\mathbb{P} = \{p_j\}$, $\mathbb{Q} = \{q_j\}$ $j = 1, 2, ..., p$
absolutely continuous with respect to another probability measure \( R = \{ r_j \} \) (\( R \) is a reference measure as for instance an uniform or a counting measure).

One then defines the dissimilarity \( \Delta_{\varphi, R} (P, Q) \) between \( P \) and \( Q \) with respect to \( R \) by:

\[
\Delta_{\varphi, R} (P, Q) = |D_{\varphi} (P, R) - D_{\varphi} (Q, R)| = \left| \mathbb{E}^R \left( \varphi \left( \frac{dP}{dR} \right) - \varphi \left( \frac{dQ}{dR} \right) \right) \right|
\]

\[
= \left| \sum_j \varphi \left( \frac{p_j}{r_j} \right) r_j - \sum_j \varphi \left( \frac{q_j}{r_j} \right) r_j \right|
\]

\[
= \left| \sum_j \left( \varphi \left( \frac{p_j}{r_j} \right) - \varphi \left( \frac{q_j}{r_j} \right) \right) r_j \right|
\]

Therefore one has:

\[
\Delta_{\varphi, R} (P, Q) = \Delta_{\varphi, R} (Q, P)
\]

In the finite case it is not even necessary for \( R \) to be a probability measure. For instance, if \( R \) is a counting measure, as it is often the case, then:

\[
D_{\varphi} (P, R) = \sum_j \varphi (p_j) ; D_{\varphi} (Q, R) = \sum_j \varphi (q_j)
\]

which, for \( \varphi (t) = t \log t \) gives:

\[
\Delta_{\varphi, R} (P, Q) = \left| \sum_j p_j \log (p_j) - \sum_j q_j \log (q_j) \right|
\]

or, if \( X \) and \( Y \) are some random variables with \( P \) and \( Q \) as probability measures,

\[
\Delta_{\varphi, R} (P, Q) = \Delta_{\varphi, R} (X, Y) = |H (X) - H (Y)|
\]

where \( H (X) \) and \( H (Y) \) are respectively the entropies of \( X \) and \( Y \). Moreover if \( R \) is any probability measure, then for \( \varphi (t) = t \log t \) one has:

\[
\Delta_{\varphi, R} (P, Q) = \left| H (X) - H (Y) + \sum_j (p_j - q_j) \log (r_j) \right|
\]
Also, if $M = \{m_i\}$ is another probability measure (absolutely continuous with respect to $\mathbb{R}$), it follows that:

$$\Delta_{\varphi, R}(\mathbb{P}, \mathbb{M}) = \left| \sum_j \varphi \left( \frac{p_j}{r_j} \right) r_j - \sum_j \varphi \left( \frac{m_j}{r_j} \right) r_j \right|$$

$$\leq \sum_j \left| \varphi \left( \frac{p_j}{r_j} \right) - \varphi \left( \frac{m_j}{r_j} \right) \right| r_j$$

$$\leq \Delta_{\varphi, R}(\mathbb{P}, \mathbb{M}) + \Delta_{\varphi, R}(\mathbb{M}, \mathbb{Q})$$

As it is easy to verify, $\Delta_{\varphi, R}(\cdot, \cdot)$ has the properties of a semi-distance, namely:

- symmetry, triangular inequality and semi-positivity ($\mathbb{P} = \mathbb{Q}$ then $\Delta_{\varphi, R}(\mathbb{P}, \mathbb{Q}) = 0$ but $\Delta_{\varphi, R}(\mathbb{P}, \mathbb{Q}) = 0$ does not imply $\mathbb{P} = \mathbb{Q}$).

**Remark 5** By the previous definition, it is clear that the dissimilarity measure of any $\mathbb{P}$ with itself is given by $\Delta_{\varphi, R}(\mathbb{P}, \mathbb{P}) = 0$. Although this value seems intuitively natural, there can be circumstances for which this property is not necessary, even desired. In this case, it is possible to define the dissimilarity of an unspecified element with itself by:

$$\Delta_{\varphi, R}(\mathbb{P}, \mathbb{R}) = \left| \sum_j \varphi \left( \frac{p_j}{r_j} \right) r_j - \sum_j \varphi \left( \frac{q_j}{r_j} \right) r_j \right| = \sum_j \varphi \left( \frac{p_j}{r_j} \right) r_j = \mathbb{E}\left( \varphi \left( \frac{d\mathbb{P}}{d\mathbb{R}} \right) \right)$$

for every function $\varphi$ such that : $\varphi(1) = 0$. This dissimilarity of $\mathbb{P}$ with itself is nothing else but the dissimilarity between $\mathbb{P}$ and $\mathbb{R}$.

**Remark 6** If $\mathbb{R}$ is a probability measure, one has:

$$\Delta_{\varphi, R}(\mathbb{P}, \mathbb{Q}) = \left| \sum_j \left( \varphi \left( \frac{p_j}{r_j} \right) - \varphi \left( \frac{q_j}{r_j} \right) \right) r_j \right|$$

$$\leq \sum_j \left| \varphi \left( \frac{p_j}{r_j} \right) - \varphi \left( \frac{q_j}{r_j} \right) \right| r_j$$

$$\leq \sup_j \left| \varphi \left( \frac{p_j}{r_j} \right) - \varphi \left( \frac{q_j}{r_j} \right) \right|$$
Then the following quantities:

$$ \sum_j \left| \varphi \left( \frac{p_j}{r_j} \right) - \varphi \left( \frac{q_j}{r_j} \right) \right| r_j $$

and:

$$ \sup_j \left| \varphi \left( \frac{p_j}{r_j} \right) - \varphi \left( \frac{q_j}{r_j} \right) \right| $$

(or $$ \sup_j |\varphi (p_j) - \varphi (q_j)| $$ if $$ \mathbb{R} $$ is a counting measure) are also as above, dissimilarity measures between the probability measures $$ \mathbb{P} $$ and $$ \mathbb{Q} $$ (with respect to $$ \mathbb{R} $$). Depending on the chosen approach of a classification problem, one will use one of the three dissimilarity measures introduced just above.

**Remark 7** The previous definitions and properties are of course, using usual modifications, valid if the set $$ I $$ is countable or continuous. One can see for instance Colin, Troupé et Vaillant [26]

Being given two probability measures $$ \mathbb{P}_{e_1} $$ and $$ \mathbb{P}_{e_2} $$, where $$ e_1 $$ and $$ e_2 $$ are any two members of a finite set $$ E $$, the dissimilarity measure between $$ e_1 $$ and $$ e_2 $$, noted by $$ \delta_{2, \varphi, \mathbb{R}} (e_1, e_2) $$ or more simply by $$ \delta_2 (e_1, e_2) $$, is, by definition, given by:

$$ \delta_2 (e_1, e_2) = \Delta_{\varphi, \mathbb{R}} (\mathbb{P}_{e_1}, \mathbb{P}_{e_2}) $$

which will be also noted, if there is no confusion, as $$ \Delta_{\varphi} (\mathbb{P}_{e_1}, \mathbb{P}_{e_2}) $$. The mapping from $$ E \times E $$ to $$ \mathbb{R}^+ $$ which associates to each pair $$ (e_i, e_j) $$ the positive number $$ \Delta_{\varphi} (\mathbb{P}_{e_i}, \mathbb{P}_{e_j}) $$, satisfy the conditions of a binary dissimilarity measure as introduced in Diatta [1].

### 4.2.2 k-way dissimilarity measure

From a more general point of view, let us consider a non-empty subset $$ X = \{e_i\} $$ of $$ E $$ where $$ 1 \leq i \leq \text{Card}(X) \leq k $$ and let $$ \delta_k (X) $$ be the quantity
defined by:

\[ \delta_k(X) = \sum_{i=1}^{\text{Card}(X)} \sum_{j \geq i} \Delta \varphi \left( \mathbb{P}_{e_i}, \mathbb{P}_{e_j} \right) = \frac{1}{2} \sum_{i,j=1}^{\sharp(X)} \Delta \varphi \left( \mathbb{P}_{e_i}, \mathbb{P}_{e_j} \right) \]

It is again easy to verify that this last quantity satisfies the definitions and the conditions as stated in Diatta [1] and therefore can be consider as a k-way dissimilarity measure. For instance, for a ternary dissimilarity measure, one has for every \((x, y, z)\) from \(E^3\) (if \(\varphi(1) = 0\)):

\[ \delta_3(x, x, x) = 0 ; \quad \delta_3(x, y, z) \geq 0 \]

and:

\[ \delta_3(x, y, z) = \delta_3(x, z, y) = \delta_3(y, x, z) = \delta_3(y, z, x) = \delta_3(z, x, y) = \delta_3(z, y, x) \]

Let us note that the first condition \(\delta_3(x, x, x) = 0\) for every member \(x\) of \(X\), is not really important, because, except for an additive constant, one can always reduce the problem to this case. However, in practice this condition is frequently fulfilled, particularly for most functions \(\varphi\) introduced in the first section.

In the same way, if one notes by \(E^*_{\leq k}\) the family of nonempty subsets of \(E\) having at most \(k\) elements, then for every members \(X, Y\) of \(E^*_{\leq k}\), such that \(X \subseteq Y\), one has, as it can be easily check:

\[ \delta_k(X) \leq \delta_k(Y) \]

Finally, if the data are displayed in a \(n\)-way contingency tables, it may happen that one wants to perform a classification of the random categorical variables for which, an estimation of the joint probability measure can be obtained. In this case, the mutual information is a \(k\)-way dissimilarity measure which
takes into account the stochastic dependance between the variables. Indeed, let us consider for a given value \( k \), a subset \( \tilde{X}_p = (X_1, X_2, \ldots, X_p) \) of random variables \( (p \leq k) \) and let:

\[
\delta_k(\tilde{X}_p) = I_\phi(X_1, X_2, \ldots, X_p)
\]

be the mutual information between the variables \( X_1, X_2, \ldots, X_p \). The properties of the mutual information as stated in the present section, allow us to easily verify that \( \delta_k(\tilde{X}_p) \) is really a \( k \)-way dissimilarity measure \( (k \geq 2) \) on the set of the random variables. Indeed, one has:

i) \( I_\phi(X_1, X_2, \ldots, X_p) \geq 0 \) (if \( \phi(1) \geq 0 \)), where the equality holds if and only if the random variables \( X_1, X_2, \ldots, X_p \) are stochastically independent.

ii) \( I_\phi(X_1, X_2, \ldots, X_p) \geq I_\phi(X_1, X_2, \ldots, X_{p-1}) \), where the equality holds if and only if the random variable \( X_p \) is stochastically independent from \( X_1, X_2, \ldots, X_{p-1} \).

As an immediate consequence of the last inequality, it is obvious that if \( \tilde{X}_p \) is a subset of random variables from \( \tilde{X}_q \) with \( p < q \leq k \) one has:

\[
\delta_k(\tilde{X}_p) \leq \delta_k(\tilde{X}_q)
\]

**Remark 8** Like in Diatta [1], one calls \( \delta_k \)-ball, or more simply ball, of center \( X \) and radius \( r \geq 0 \), the subset of \( E \), noted \( B^\delta(X, r) \), defined by:

\[
B^\delta(X, r) = \{ y \in E : \delta_k(X \cup \{y\}) \leq r \}
\]

It will be noticed that, in accordance with the definition of a \( k \)-way dissimilarity, one must have \( \text{Card}(X) \leq k - 1 \). Therefore, the definition of \( B^\delta(X, r) \) is meaningful only if \( X \in X^*_\leq_{k-1} \). In the same way, one calls \( \delta_k \)-diameter, or more simply diameter, of any nonempty subset \( Z \) of \( E \), the greatest dissimi-
larity, noted $\text{diam}_{\delta_k}(Z)$, between members of $Z$. In other words:

$$\text{diam}_{\delta_k}(Z) = \max_{T \in Z_{\leq k}^*} (\delta_k(T))$$

which can be reduced, by the isotonic property of the $k$-way dissimilarity measure, to:

$$\text{diam}_{\delta_k}(Z) = \max_{T \in Z_{\leq k}^*} (\delta_k(T))$$

where $Z_{\leq k}^*$ stands for the family of subsets of $Z$ having exactly $k$ members. Finally, if $X \in E_{\leq k}^*$, the $(\delta_k, k)$-ball, or more simply the $k$-ball relative to $\delta_k$, generated by $X$, is the subset of $E$, noted $B_{X\delta_k}^k$, given by:

$$B_{X\delta_k}^k = \begin{cases} B_{\delta_k}(X, \delta_k(X)) & \text{if Card}(X) \leq k - 1 \\ \cap_{x \in X} B_{\delta_k}(X \setminus \{x\}, \delta_k(X)) & \text{otherwise} \end{cases}$$

For instance, if $\delta_2$ is a binary dissimilarity measure, one has for $X = \{x, y\}$:

$$B_{X\delta_2}^2 = B_{\delta_2}(x, \delta_2(x, y)) \cap B_{\delta_2}(y, \delta_2(x, y))$$

If $\text{Card}(X) \leq k - 1$, the $k$-ball $B_{X\delta_k}^k$, relative to $\delta_k$ and generated by $X$, is given by:

$$B_{X\delta_k}^k = \{y \in E : \delta_k(X \cup \{y\}) \leq \delta_k(X)\}$$

However $X$, $(X \cup \{y\}) \in E_{\leq k}^*$ with $X \subseteq (X \cup \{y\})$. It follows that for all members $y$ of $E \setminus X$ belonging to $B_{X\delta_k}^k$, one has: $\delta_k(X) \leq \delta_k(X \cup \{y\}) \leq \delta_k(X)$ and then $\delta_k(X \cup \{y\}) = \delta_k(X)$. Therefore, if $B_{X\delta_k}^k$ includes some members $y$ of $E$ other than those of $X$, the previous equality shows that these members $y$ are in a sense similar to at least one member of $X$. This is the case, for instance, for some $k$-way dissimilarity measures when $y$ is the same as some members $x$ of $X$. For every $X \in E_{\leq k}^*$, let us consider for a given $\mathbb{R}$, the $k$-way
dissimilarity measure:

\[ \delta_k(X) = \sum_{i=1}^{\text{Card}(X)} \sum_{j \geq i} \Delta_\varphi \left( P_{e_i}, P_{e_j} \right) \]

If \( P_y \) is the probability measure associated to the member \( y \) of \( E \), one has for \( \text{Card}(X) \leq k - 1 \):

\[ \delta_k(X \cup \{ y \}) = \sum_{i=1}^{\text{Card}(X)} \sum_{j \geq i} \Delta_\varphi \left( P_{e_i}, P_{e_j} \right) + \sum_{i=1}^{\text{Card}(X)} \Delta_\varphi (P_{e_i}, P_y) + \Delta_\varphi (P_y, P_y) \]

which, taking into account that \( \Delta_\varphi (P_y, P_y) = 0 \) and that \( \delta_k(X) = \delta_k(X \cup \{ y \}) \), gives:

\[ \sum_{i=1}^{\text{Card}(X)} \Delta_\varphi (P_{e_i}, P_y) = 0 \]

and therefore:

\[ \forall i = 1, 2, ..., \text{Card}(X) \quad \Delta_\varphi (P_{e_i}, P_y) = 0 \]

or:

\[ \forall i = 1, 2, ..., \text{Card}(X) \quad \delta_2(e_i, y) = \Delta_\varphi (P_{e_i}, P_y) = 0 \]

In other words, for all \( i = 1, 2, ..., \text{Card}(X) \), the probability measures \( P_y \) and \( P_{e_i} \) are similar and it can be noticed that more \( k \) is large, more this condition is difficult to satisfy. In order to avoid some meaningless situations when \( y \in E \setminus X \) (indeed, by the means of the triangular inequality, one will have in this case, for all \( e_i, e_j \) in \( X \) and for all \( y \) in \( B_\delta^k \setminus X \) : \( \delta_2(e_i, e_j) \leq \delta_2(e_i, y) + \delta_2(y, e_j) = 0 \), and then \( \delta_2(e_i, e_j) = 0 \)), one has to consider the case where \( y \) is identical to one of the members of \( X \) (\( x \) and \( y \) correspond to the same probability measure).

It is then easy to verify that:

\[ \text{diam}_{\delta_k}(B_\delta^k_X) = \delta_k(X) \]

If \( \text{Card}(X) = k \), one has:

\[ B_\delta^k_X = \bigcap_{x \in X} B_{\delta_k}(X \setminus \{x\}, \delta_k(X)) \]
Therefore, if $P_x$ is the probability measure associated to the member $x$ of $X$, the equality $\Delta_\varphi (P_x, P_x) = 0$, leads to:

$$\delta_k(X \{x\}) = \delta_k(X) - \sum_{i=1}^{k-1} \Delta_\varphi (P_{e_i}, P_x)$$

Thus, for every member $y$ of $B^\delta_k(X \{x\}, \delta_k(X))$ and for every member $x$ of $X$, one will have:

$$\delta_k((X \{x\}) \cup \{y\}) = \delta_k(X \{x\}) + \sum_{i=1}^{k-1} \Delta_\varphi (P_{e_i}, P_y) \leq \delta_k(X)$$

Consequently, $y$ being identical with a member $x$ of $X$ (to avoid again trivial cases) one has:

$$\text{diam}_{\delta_k}(B^\delta_k_X) = \delta_k(X)$$

5 Conclusion

We proposed a way to specify the Galois $k$-weak hierarchy associated with a $k$-way dissimilarity function, in a probabilistic meet-closed description context. The members of such a Galois $k$-weak hierarchy are pairs of the form $(X, \wedge \delta(X))$, where $X$ is a Galois closed weak cluster associated with the given $k$-way dissimilarity function. On the other hand, we placed ourselves in the framework of a meet-closed description context where entity descriptions are probability distributions. Then we showed that the expectation is a strict valuation when the entity description space is endowed with the stochastic order.
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