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Abstract

We proposea syntax-semanticinterface that re-
alisesthemappingbetweersyntaxandsemanticas
arelationanddoesnot make functionality assump-
tionsin eitherdirection. This interfaceis statedin
termsof ExtensibleDependeng Grammar(XDG), a
grammarformalismwe newly specify XDG’s con-
straint-basedparsersupportsthe concurrentflow
of information betweenary two levels of linguis-
tic representationeven whenonly partial analyses
areavailable.This generalisetheconcepibf under
specification.

1 Intr oduction

A key assumptionof traditional syntax-semantics
interfaces,startingwith (Montague,1974), is that
the mappingfrom syntaxto semanticss functional,
i. e. thatoncewe know the syntacticstructureof a
sentencewe can deterministicallycomputeits se-
mantics.

Unfortunately this assumptionis typically not
justified. Ambiguities such as of quantifier scope
or pronominalreferenceare genuinesemantic am-
biguities; that is, even a syntactically unambigu-
ous sentencecan have multiple semanticreadings.
Corversely acommonsituationin naturallanguage
generationis that one semanticrepresentatiortan
beverbalisedn multiple ways.This meanghatthe
relationbetweensyntaxand semanticds not func-
tional atall, but ratheratrue m-to-n relation.

Thereis a variety of approachesn the litera-
ture on syntax-semanticsterfacesfor copingwith
this situation, but noneof themis completelysat-
isfactory Oneway is to recastsemanticambiguity
as syntacticambiguity by compiling semanticdis-
tinctions into the syntax(Montague,1974; Steed-
man,1999;Moortgat,2002).Thisrestoregunction-
ality, but comesat the price of an artificial blow-
up of syntacticambiguity A secondapproachis to
assumea non-deterministicmappingfrom syntax
to semanticsasin generatie grammar(Chomsly,
1965), but it is not always obvious how to reverse

therelation,e.g. for generationFinally, underspec-
ification (Egg et al., 2001; Gupta and Lamping,
1998;Copestaketal.,2004)introducesanew level
of representationyhich canbe computedunction-
ally from a syntacticanalysisand encapsulatese-
mantic ambiguity in a way that supportsthe enu-
merationof all semantiaeadingsby need.

In this paper we introduce a completelyrela-
tional syntax-semanticsterface building uponthe
underspecificatiorapproach.We assumea set of
linguistic dimensions, suchas (syntactic)immedi-
atedominanceand predicate-ajumentstructure;a
grammaticahnalysids atuplewith onecomponent
for eachdimension,anda grammardescribesa set
of suchtuples.While we make noa priori function-
ality assumptionabouttherelationof thelinguistic
dimensions functional mappingscan be obtained
asa specialcase.We formalise our syntax-seman-
tics interface using Extensible Dependency Gram-
mar (XDG), a nev grammarformalismwhich gen-
eralisesearlier work on Topological Dependeng
GrammarnDuchierandDebusmann2001).

The relationalsyntax-semanticeterfaceis sup-
portedby a parseirfor xbG basecon constraintpro-
gramming.The crucial featureof this parseris that
it supportgheconcurrentlow of possiblypartialin-
formationbetween ary two dimensionsonceaddi-
tionalinformationbecomeswvailableon one dimen-
sion, it canbe propagtedto ary otherdimension.
Grammaticalityconditionsandpreferencege.g. se-
lectionalrestrictions)can be specifiedon their nat-
ural level of representatiorandinferenceson each
dimensioncan help redee ambiguity on the oth-
ers. This generaliseshe idea of underspecifica-
tion, which aimsto represenaindreduceambiguity
throughinferencesn a single dimensiononly.

The structureof this paperis asfollows: in Sec-
tion 2, we give the generalideasbehind xDgG, its
formaldefinition,andanoverview of theconstraint-
basedbarserin Section3, we presentherelational
syntax-semanticinterface,and go through exam-
ples that illustrate its operation.Section4 shavs
how the semanticsside ofour syntax-semantics-



terface can be preciselyrelatedto mainstreanse-
mantics research.We summariseour results and
pointto furtherwork in Section5.

2 Extensible DependencyGrammar

This section presents Extensible Dependeng
Grammar (XDG), a description-basedormalism

for dependeng grammar XDG generalizerevi-

ous work on Topological Dependeng Grammar
(Duchier and Delusmann,2001), which focussed
onword orderphenomenan German.

2.1 xDG in aNutshell

XDG is a descriptionlanguageover finite labelled
graphs.lt is able to talk abouttwo kinds of con-
straintson thesestructuresThe lexicon of an XDG

grammar describespropertieslocal to individual

nodes,suchasvaleng. The grammars principles
expressconstraintgylobal to the graphasa whole,
suchastreenessWell-formed analysesare graphs
thatsatisfyall constraints.

An xDG grammarallows the characterisation
of linguistic structurealong several dimensions of
description. Each dimension containsa separate
graph, but all thesegraphssharethe sameset of
nodes.Lexicon entriessynchronisedimensionsby
specifyingthe propertiesof a nodeon all dimen-
sionsatonce.Principlescaneitherapplyto asingle
dimension(one-dimensional), or constraintherela-
tion of severaldimensiongmulti-dimensional).

Considerthe examplein Fig. 1, which shovs an
analysidfor a sentencef Englishalongtwo dimen-
sionsof descriptionjmmediatedominanceiD) and
linearprecedencé.P). Theprinciplesof theunder
lying grammamrequireboth dimensiondo betrees,
andtheLP treeto be a “flattened” versionof the 1D
tree,in the sensehatwheneer a nodev is atran-
sitive successopnf a nodeu in the LP tree,it must
alsobeatransitive successoof uin the D tree.The
given lexicon specifiesthe potentialincoming and
requiredoutgoingedgesfor eachword on both di-
mensionsThe word does, for example,acceptao
incomingedge®neitherdimensiorandmustthere-
forebeattheroot ofboththelD andtheLPtree.lt is
requiredto have outgoingedgesto a subject(subj)
and a verb bas form (vbse) in the ID tree, needs
fillers for a subject(sf) andaverbcomplemenfield
(vef) in the LP tree,and offers an optionalfield for
topicalisedmaterial (tf). All theseconstraintsare
satisfiedoy theanalysiswhichis thuswell-formed.

2.2 Formalisation

Formally, an XxbG grammaris built up of dimen-
sions,principles,anda lexicon, andcharacterisea
setof well-formedanalyses.
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Figurel: XxDG analysis of'what doesJohneat”

A dimensionis atupleD = (Lab, Fea, Val, Pri) of
asetlLab of edgelabels,a setFea of featuresa set
Val of featurevalues,anda setof one-dimensional
principlesPri. A lexicon for the dimensionD is a
setLex C Fea — Val of total featureassignmentgor
lexical entries) A D-structure, representingnanal-
ysison dimensionD, is atriple (V,E,F) of asetV
of nodesasetE CV xV x Lab of directedabelled
edgesandanassignment :V — (Fea — Val) of
lexical entriesto nodesV andE form a graph.We
write Srp for the setof all possibleD-structures.
Theprinciplescharacterissubset®f Strp thathave
furtherdimension-specifipropertiessuchasbeing
atree,satisfyingassignedalenciesetc.We assume
thatthe elementof Pri arefinite representationsf
suchsubsetshut do not go into detailshere;some
examplesareshowvn in Section3.2.

An XDG grammar ((Lab;, Fea;, Val;, Prii)_ 4, Pri,
Lex) consists ofn dimensions,multi-dimensional
principlesPri, andalexicon Lex. An XDG analysis
(V,Ei,R), isanelemenbf Ana=Stry x --- x Stry,
whereall dimensionsharethesamesetof nodesv.

Multi-dimensionalprincipleswork just like one-
dimensional principles, except that they specify
subsetf Ana, i. e. couplingsbetweendimensions
(e.g. the flatteningprinciple betweeniD andLP in
Section2.1). The lexicon Lex C Lexg x --- x Lex,
constraingall dimensionsat once.An XDG analysis
is licencedby Lex iff (Fy(w),...,Fy(w)) € Lex for
everynodew € V.

In orderto computeanalysegor a giveninput, we
modelit asa setof input constraints (Inp), which
aguin specify a subsetof Ana. The parsingprob-
lem for XDG is thento find elementsof Ana that
are licencedby Lex and consistentwith Inp and
Pri. Note that the term “parsingproblem”is tradi-
tionally usedonly for inputsthat are sequencesf
words, but we caneasilyrepresensurfacerealisa-
tion asa“parsing” problemin whichInp specifiesa
semantiadimension;in this casea “parser” would
computeanalyseshatcontainsyntacticdimensions
from which we canread of a surfacesentence.



2.3 Constraint Solver

The parsingproblem of XbG hasa natural read-
ing asa constraintsatisfictionproblem(csp) (Apt,
2003) on finite setsof integers;well-formed anal-
ysescorrespondio the solutionsof this problem.
The transformationwhosedetailswe omit dueto
lack of spacecloselyfollows previouswork on ax-
iomatisingdependengparsing(Duchier 2003)and
includesthe useof the selection constraint to effi-
ciently handlelexical ambiguity

We have implementeda constraintsolver for
this cspusingthe Mozart/Ozprogrammingsystem
(Smolka, 1995; Mozart Consortium,2004). This
solverdoesasearcHor a satisfyingvariableassign-
ment. After eachcasedistinction (distribution), it
performssimple inferenceghat restrictthe ranges
of the finite setvariablesand thusreducethe size
of the searchtree (propagation). The successful
leaves ofthe searchiree correspondo XDG anal-
yseswhereagheinnernodescorrespondo partial
analyses. In thesecasesthe currentconstraintsare
too weak to specify a completeanalysis,but they
alreadyexpressthat someedgesor featurevalues
mustbepresentandthatothersareexcluded Partial
analysewill play animportantrolein Section3.3.

Becausepropa@tion operateson all dimensions
concurrently the constraintsolver can frequently
infer information aboutone dimensionfrom infor-
mation on anothey if thereis a multi-dimensional
principle linking the two dimensionsTheseinfer-
encedake placewhile the constraintproblemis be-
ing solved, andthey canoften be dravn before the
solver commitsto ary singlesolution.

BecausexDG allows usto write grammarswith
completelyfree word order XDG solvingis anNP-
complete problem (Koller and Striggnitz, 2002).
This meansthat the worst-casecompleity of the
solveris exponential but theaverage-casecomplex-
ity is still bearablefor mary grammarswe have
experimentedwith, and we hope there are useful
fragmentsof XDG thatwould guarantegolynomial
worst-caseompleity.

3 A Relational Syntax-Semanticdnterface

Now thatwe have theformalandprocessindrame-
works in place,we candefinea relationalsyntax-
semanticsinterface for xpGc. We will first shov

how we encodesemanticswithin the XxDG frame-
work. Thenwe will presentan example grammar
(including some principle definitions), and finally

go through an example that shows how the rela-

tionality of the interface,combinedwith the con-

curreny of the constraintsolver, supportsthe flow

of informationbetweerdifferentdimensions.
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ii. PA-structure

i. ID-tree

every student reads a book  every student reads a book

iii. scopetrees

Figure2: Two analysedor the sentencéevery stu-
dentreadsabook’

3.1 RepresentingMeaning

We representneaningwithin xpG on two dimen-
sions: one for predicate-argument structure (PA),
and onefor scope (sc). The function of the Pa di-
mensionis to abstracbver syntacticidiosyncrasies
suchas active-passie alternationsor dative shifts,
andto make certainsemanticdependencies.g. in
controlconstructiongxplicit; it dealswith concepts
suchasagentandpatient ratherthansubjectandob-
ject. The purposeof the sc dimensionis to reflect
the structureof a logical formulathatwould repre-
sentthesemanticsin termsof scopeandrestriction.
We will make this connectiorexplicit in Section4.
In addition,we assumean ID dimensionasabove.
We do notincludeanLp dimensiornonly for ease of
presentationit couldbeaddedcompletelyorthogo-
nally to thethreedimensionsve considerhere.

While oneiD structurewill typically correspond
to onePA structuregachpra structurewill typically
be consistentwith multiple sc structuresbecause
of scopeambiguities For instanceFig. 2 shavsthe
uniquelb andPA structuresfor the sentenceé'Ev-
ery studentreadsabook’ Thesestructureandthe
input sentencelre consistentwith the two possi-
ble sc-structureshavn in (iii). Assuminga David-
sonianevent semanticsthe two sc trees(together
with the Pa-structure)epresenthetwo readingsof
thesentence:

e AeVx.student(x) — Jy.book(y) Aread(e,Xx,y)
o Ae.3dy.book(y) A Vx.student(x) — read(e, x,y)

3.2 A Grammar for a Fragment of English

The lexicon for an XDG grammarfor a small frag-
mentof EnglishusingthelD, PA, andsc dimensions
is shavn in Fig. 3. Eachrow in thetablespecifiesa
(unique)lexical entryfor eachpartof speech{deter
miner, commonnoun, propernoun, transitive verb



and preposition);thereis no lexical ambiguity in

this grammar Eachcolumnspecifiesa feature.The
meaningof the featureswill be explainedtogether
with the principlesthatusethem.

The 1D dimensionusesthe edgelabelsLab,, =
{det, subj, obj, prep,pcomp} resp. for determined
common noun? subject, object, preposition,and
complementof a preposition.The PA dimension
usesLabp, = {ag,pat,arg,quant, mod,instr}, resp.
for agent patient,agumentof a modifie, common
nounpertainingto aquantifier modifier, andinstru-
ment;andsc used.abs: = {r,s,a} resp.for restric-
tion andscopeof a quantifier andfor anargument.

The grammar also contains three one-dimen-
sional principles (tree, dag, and valeng), and
three multi-dimensional principles (linking, co-
dominanceandcontra-dominance).

Tree and dag principles. The tree principle re-
stricts ID and scC structuresto be trees, and the
dag principle restrictspPa structuresto be directed
agyclic graphs.

Valency principle. The valeng principle, which
we useon all dimensions,statesthat the incom-
ing andoutgoingedgesof eachnodemustobey the
specification®f thein andout featuresThe possi-
ble valuesfor eachfeatureing andouty aresubsets
of Laby x {!,?,x}. ¢! specifiesa mandatoryedge
with label?, ¢? anoptionalone,and/x zero ormore.

Linking principle. The linking principle for di-

mensionsd;, d, constrainshow dependent®n d;

may berealisedon d,. It assumes featurelinky, g,

whosevaluesare functions that map labels from

Laby, to setsof labelsfrom Labg,, andis specified
by thefollowing implication:

I/

vha Vo = 3 elinkg g, ()(): v, V

Our grammarusesthis principle with the link fea-
tureto constrairtherealisation®f PA-dependenti
the 1D dimensionln Fig. 2, theagent(ag) of reads
mustberealisedasthe subject(subj), i. e.

ag subj
reads —p, every = reads —p every

Similarly for the patientand the object. There
is no instrumentdependenin the example,so this
partof thelink featureis not used.An ergative verb
would usea link featurewherethe subjectrealises
the patient;Controlandraisingphenomenaanalso
be modelled but we cannotpresenthis here.

IWe assumeon all dimensionsthat determinersare the
headsf commonnouns.This makes fa a simplerrelationship
betweerthe syntacticandsemantiaimensions.

Co-dominance principle. The co-dominance
principle for dimensionsd,d, relatesedgesin d;
to dominanceelationsin the samedirectionin ds.
It assumes featurecodomy, ¢, mappinglabelsin
Labg, to setsof labelsin Labg, andis specifiedas

V—'>d1 vV = I’ € codomg, q,(V)(I) : v'—/> —>§2\/

Our grammarusesthe co-dominanceprinciple on
dimensionPA and sc to express,e.g., that the
propositionalkcontribution of a noun musendupin
therestrictionof its determinerFor example for the
determinerevery of Fig. 2 we have:

every 2", student = every -5 — student

Contra-dominance principle.  The contra-domi-
nanceprinciple is symmetricto the co-dominance
principle,andrelatesedgesn dimensiond; to dom-

inanceedgesinto the oppositedirectionin dimen-

sion dy. It assumes featurecontradomy, ¢, map-

ping labelsof Laby, to setsof labelsfrom Labg, and

is specifiedas

\ —|>dl 4 =
31" € contradomy, g, (V)(1) : V LR —g,V

Our grammarusesthe contra-dominancerinciple
ondimensionsA andsc to expresse.g., thatpred-
icatesmustend up in the scopeof the quantifiers
whosevariablesthey referto. Thus,for the transi-
tive verbreads of Fig. 2, we have:

ds 24 S, —*_read
reads —p, every = every — —i.reads
pat S %
reads—p a = a— —5.reads

3.3 Syntax-Semanticdnteraction

It is importantto noteat this point thatthe syntax-
semanticanterface we have definedis indeedre-
lational. Eachprinciple declaratvely specifiesa set
of admissibleanalysesi. e. a relation betweenthe
structuredor thedifferentdimensionsandtheanal-
ysesthatthecompleteggrammaludgesgrammatical
aresimply thosethatsatisfyall principles.Therole
of thelexiconis to provide thefeaturevalueswhich
parameteriséhe principlesdefinedaborve.

The constraintsolver complementghis relation-
ality by supportinghe useof theprinciplesto move
information betweenary two dimensionslf, say
theleft-handside ofthelinking principleis foundto
besatisfiedor dimensiond;, apropagtorwill infer
theright-handsideand addt to dimensiord,. Con-
versely if the solver finds that the right-handside



inp out;p iNpa OUtpa iNgc Outsc
DET  {subj?,0bj? pcomp?} {det!'} {ag? pat?,arg?} {quant'} {r?,s?a? {rl,s!}
CN {det?} {prepx} {quant?} {mod?} {r?,;s?,a?} {}
PN {subj?,obj?,pcomp?}  {prepx} {ag? pat?,arg?} {mod?} {r?,;s?,a?} {r2s!}
TV {} {subj!,obj!, prepx}  {} {ag!,patl,instr?}  {r?,s?,a?} {}
PREP  {prep?} {pcomp!} {mod?,instr?} {arg!} {r?,s?,a?} {a!}
link codom contradom
DET  {quant+— {det}} {quant— {r}} {}
CN {mod — {prep}} {} {mod — {a}}
PN {mod — {prep}} {} {mod — {a}}
TV {ag— {subj},pat — {obj},instr — {prep}} {} {ag — {s},pat— {s},instr — {a}}
PREP _ {arg — {pcomp}} { {arg — {s}}

Figure3: Theexamplegrammaifragment
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Figure4: Partial description(left) andtwo solutions(right) for “Mary saw a studentwith abook”

mustbe falsefor d,, the negation of the left-hand
sideis inferredfor d;. By letting principlesinteract
concurrentlywe canmake somevery powerful in-
ferencesaswe will demonstratavith the example
sentencéMary sav a studentwith a book] some
partialanalysegor which areshowvn in Fig. 4.

Column(i) in thefigure shows the stateafterthe
constraintsolver finishesits initial propagtion, at
the root of the searchree. Even at this point, the
valeny and treenes9rinciples have conspiredto
establishan almostcompletel D-structure. Through
the linking principle, the PA-structurehasbeende-
terminedsimilarly closely The sc-structureis still
mostly undeterminedput by the co-and contra-
dominanceprinciples,the solver hasalreadyestab-
lishedthatsome nodesnustdominate othersA dot-
ted edgewith labels in the picture meansthat the
solver knows there must be a path betweenthese
two nodeswhich startswith an s-edge.In other
words, the solver hascomputeda large amountof
semantianformationfrom anincompletesyntactic

analysis.

Now imagine someexternal sourcetells us that
with is a mod-child of student on Pa, i. e. theanal-
ysis in(iii). Thisinformationcouldcomee.g. from
a statistcal modelof selectionapreferencesyhich
will judge this edgemuch more probable tharan
instr-edge from the verb to the preposition (ii).
Adding this edgewill trigger additionalinferences
throughthe linking principle, which cannow infer
thatwithis aprep-child of student on1D. In theother
direction,the solver will infer moredominance®n
sc. This meansthat semant information can be
usedto disambiguatesyntacticambiguities andse-
manticinformation suchas selectionalpreferences
canbestatedontheirnaturallevel of representation,
ratherthanbeforcedinto the D dimensiondirectly.

Similarly, the introductionof nev edgeson sc
could trigger a similar reasoningprocesswhich
would infer new Pa-edgesandthusindirectly also
new ID-edges.Suchnew edgeson sc could come
from inferenceswith world or discourse&knowledge



(Koller and Niehren, 2000), scopepreferencesor
interactionswith informationstructurgDuchierand
Kruijff, 2003).

4 Traditional Semantics

Our syntax-semanticinterface representseman-
tic informationasgraphson the pA and sc dimen-
sions.While thislookslike aradicaldeparturdrom
traditional semanticformalisms,we considerthese
graphssimplyanalternative way of presentingnore
traditionalrepresentationdVe devote therestof the
paperto demonstratinghata pair of a PA anda sc
structurecanbeinterpretedasa Montague-styldor-
mula, and that a partial analysison thesetwo di-
mensionganbeseemsanunderspecifiedemantic
description.

4.1 Montague-stylelnter pretation

In orderto extracta standardype-theoretiexpres-
sionfrom anXDG analysiswe assigneachnodev
two semantio/alues:alexical value£(v) represent-
ing the semanticsof v itself, and a phrasal value
B(v) representinghe semanticof the entire sc-
subtreerootedat v. We use the sc-structureto de-
terminefunctorargumentrelationshipsandthe pa-
structureto establishvariablebinding.

We assuméhatnodedfor determinerandproper
namesintroduceunique individual variables(“in-
dices”).Below we will write ((v)) to referto thein-
dex of the nodev, andwe write |/ to referto the
nodewhich is the ¢-child of the currentnodein the
appropriataimensionPA or sc). Thesemantidex-
iconis definedasfollows; " £(w)” shouldberead as
“£(v), wherev is anodefor theword w”.

£(a) = APAQAe IxX(P(X) A Q(X)(€))
£(book) = book’
£(with) = APAx. (with' ({{ |arg)))(x) A P(x))
£ (reads = read (({lpat)) ({(|ag)))

Lexical valuesfor other determiners,common
nouns,and propernamesare definedanalogously
Note that we do not formally distinguish event
variablesfrom individual variables.In particulay
£(with) can be appliedto either nounsor verbs,
which bothhave type (e t).

We assumehatno nodein the sc-treehasmore
thanonechild with the sameedgelabel (which our
grammarguaranteesyndwrite n(¢q,...,¢) to in-
dicatethatthenoden hassc-childrenovertheedge
labels/y,..., 4. The phrasalvaluefor n is defined
(in themostcomple case)asfollows:

P(n(r,s)) = L)(PUN) (A (M) B(ls))

This rule implementsMontagues rule of quan-
tification (Montague,1974); note that A ((n)) is a
binder for the variable ((n)). Nodesthat have no
s-children are simply functionally applied to the
phrasaksemantic®f their children(if ary).

By way of example,considerthe left-hand sc-
structurein Fig. 2. If we identify eachnodeby the
word it standsfor, we get thefollowing phrasal
valuefor theroot ofthetree:

£(a)(£(book)) (Ax.£ (every)(£(student)
(Ay.read'(y)(x)))),

wherewe write x for ((a)) andy for ((every)). The
argumentsof read’ arex andy becauseevery and
a arethe arg andpat children of reads on the Pa-
structure After replacingthe lexical valuesby their
definitions and beta-reductionwe obtain the fa-
miliar representatiorior this semanticreading,as
shavnin Section3.1.

4.2 Underspecification

It is straightforwardto extend this extraction of
type-theoreticformulas from fully specifiedxDG
analysego an extraction of underspecifiedeman-
tic descriptiondrom partial XbG analysesWe will
briefly demonstrat¢his herefor descriptionsn the
cLLs framavork (Egg et al., 2001), which sup-
portsthis mosteasly. Otherunderspecificatiofor-
malismscouldbe usedoo.

Considetthe partial sc-structurein Fig. 5, which
could be derived by the constraintsolver for the
sentencdrom Fig. 2. We canobtaina CLLS con-
straint from it by first assigningto eachnode of
the sc-structurealexical value,whichis now a part
of the CLLS constraint(indicatedby the dottedel-
lipses) Becausetudent andbook areknown to ber-
daughter®f every anda on sc, we plugtheir CLLS
constraintsinto the r-holesof their mothers’con-
straints Becauseve know thatreads mustbe dom-
inatedby the s-childrenof the determinersye add
thetwo (dotted)dominancesdgedo the constraint.
Finally, variablebindingis representedly the bind-
ing constraintdravn asdashedarrons, andcanbe
derivedfrom PA exactly asaborve.

5 Conclusion

In this paperwe have shavn how to build afully re-
lational syntax-semanticinterface basedon XDG.
This new grammarformalism offers the grammar
developer thepossibilityto representlifferentkinds
of linguistic information on separatedimensions
thatcanbe represente@sgraphs.Any two dimen-
sionscanbelinkedby multi-dimensionaprinciples,
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ing CLLS description.

which mutually constrainthe graphson the two di-
mensionsWe have shovn that a parserbasedon
concurrentonstrainprogrammings capableof in-
ferencesthat restrict ambiguity on one dimension
basedn newly availableinformationon another

Becausehe interfacewe have presentednales
no assumptiorthat ary dimensionis more “basic”
thananother thereis no conceptualifferencebe-
tweenparsingandgenerationlf theinputis the suf
facesentencethe solver will usethis information
to computethe semantiadimensionsjf theinputis
the semanticsthe solver will computethe syntactic
dimensionsandthereforea surfacesentenceThis
meanghatwe getbidirectionalgrammardor free.

While the solver is reasonablefficient for mary
grammarsijt is animportantgoal for the future to
ensurehatit canhandlelarge-scalggrammarsOne
way in which we hopeto achieve this is to iden-
tify fragmentsof xpG with provably polynomial
parsingalgorithms,andwhich containmostuseful
grammarsSuchgrammarsvould probablyhave to
specify word ordersthat are not completelyfree,
and we would have to control the combinatorics
of the different dimensiongMaxwell and Kaplan,
1993).0Oneinterestingquestionis alsowhetherdif-
ferentdimensioncanbe compiledinto asingledi-
mension,which might imprae efficiency in some
casesandalso sidestephe monostratalvs. multi-
strataldistinction.

The crucial ingredientof xpG that make rela-
tional syntax-semanticprocessingpossiblearethe
declaratiely specifiedprinciples. So far, we have
only given some examplesfor principle specifi-
cations; while they could all be written as Horn
clauseswe have not committedto ary particular
representatioformalism.Thedevelopmentof such
a representatiorformalism will of coursebe ex-
tremelyimportantoncewe have experimentedvith
more paverful grammarsandhave astableintuition

aboutwhatprinciplesareneeded.

At that point, it would also be highly interest-
ing to definea (logic) formalism that generalises
bothxDG anddominanceconstraintsa fragmentof
CLLS. Suchaformalismwould make it possibleto
take over theinterfacepresentedhere,but usedom-
inanceconstraintdirectly on the semanticglimen-
sions,ratherthanvia the encodinginto PA andsc
dimensions.The extraction processof Section4.2
couldthenberecastasaprinciple.
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