Abstract geometrical computation 7:
Geometrical accumulations and computably
enumerable real numbers

Jéréme Durand-Lose*'
LIFO, Université d’Orléans,
B.P. 6759, F-45067 ORLEANS Cedex 2.

August 8, 2012

Abstract

Using rules to automatically extend a drawing on an Euclidean
space might lead to accumulating drawings into a single point. Such
points are characterized in the context of Abstract geometrical com-
putation.

Colored line segments (traces of signals) are drawn according to
rules: signals with similar color are parallel and when they intersect,
they are replaced according to their colors. Time and space are con-
tinuous and accumulations can happen. Constructions exist to un-
boundedly accelerate a computation and provide, in a finite duration,
exact analog values as limits/accumulations.

Starting with rational numbers for coordinates and speeds, the
time of any isolated accumulation is a c.e. (computably enumerable)
real number. There is a signal machine and an initial configuration
that accumulates at any c.e. time. Similarly, the spatial positions of
isolated accumulations are exactly the d-c.e. (difference of computably
enumerable) numbers. Moreover, there is a signal machine that can
accumulate at any c.e. time or d-c.e. position depending only on the
initial configuration.

These existence results rely on a two-level construction: an inner
structure simulates a Turing machine that output orders to the outer
structure which handles the accumulation.
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1 Introduction

Starting from a few aligned points, lines are initiated. When they intersect,
they end and new line segments start. Each segment is given a color and
segments with the same color should be parallel. The new segments are
colored according to the colors of the removed ones.

Segments extension is made so as to always go further away from the
initial alignment line. All the updates (lengthening and replacing) are done
on a line going away from the initial one. So that there is some notion of
past and future.

What can kind of figure can one build with finitely many colors? Could
this system compute in any way?

Indeed such a system computes. It does in the understandings of both
Turing computability (Durand-Lose, 2005), the original Blum, Shub and
Smale model (Blum et al., |1989; Durand-Lose, 2007, 2008al) and Computable
analysis (Weihrauch |2000; Durand-Lose, 2009b, |2011a)). The so-called Black-
hole model of computation can be embedded too (Etesi and Németi, |2002;
Hogarth|, [2004; [Lloyd and Ng 2004; |Andréka et al., [2009; Durand-Lose,
2006a, [2009a)).

Given that the underlying space and time are Euclidean, thus continuous,
can there be any accumulation? What can be said about them?

Geometrical accumulation is a common phenomenon (as in Fig.[l} time/
propagation is always elapsing upward). With a shift and a rescaling, it
could happen anywhere. It is the key to embedding analog computing as
well as the Black-hole model. As shown in Fig., accumulation is not
always limited to one point. In this example, it accumulates on a whole line.
Stranger patterns also exist as illustrated in Fig.[2]

In the present article, we show that if the system is based on rational num-
bers then the temporal and spatial coordinates of any isolated accumulation
belong to some particular sets of real numbers. The times are exactly the
computably enumerable numbers (c.e. numbers for short): the limits of (con-
verging) increasing computable sequences of rational numbers. The spatial
positions are exactly the differences of two such numbers (d-c.e. numbers).
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(a) Isolated accumulation (b) Accumulation on a line

Figure 1: Space-time diagrams with accumulations.

Usual computable numbers (limits of effectively converging computable se-
quences of rational) are a strict subset of c.e. numbers which is a strict subset
of d-c.e. numbers (Zheng, 20006).

The geometric system described above is a signal machine in the context
of abstract geometrical computations. It is inspired by a continuous time and
space counterpart of cellular automata emphasizing on the notion of signal
which is the key to CA dynamics (Durand-Lose, 2008b) and is somehow re-
lated to the approaches of [Takeuti| (2005) and [Hagiyal (2005). Geometrically,
it is related to the “colored spaces” or “Mondrian spaces” of Jacopini and
Sontacchi| (1990) which involves polyhedra in Euclidean spaces with a dis-
tinguished direction for time. It can also be understood as an idealization of
collision computing (Adamatzky} [2002; |Adamatzky and Durand-Lose, |[2012).

Another important way to construct in an Euclidean space is the compass
and straightedge approach. This provides the primitives for the Geometric
machines of [Huckenbeck] (1989, |1991)). The corresponding set of constructible
points is not easy to express and goes far beyond the intended scope of the
present article.

A signal machine gathers the definition of meta-signals (colors, like zig
and right in Fig. and collision rules (like {zig, right} — {zag, right}). An
instance of a meta-signal is a dimensionless point called a signal. Each signal
moves uniformly, its speed only depends on the associated meta-signal. The
traces of signals on the space-time diagrams form line segments and as soon
as they correspond to the same meta-signal, they are parallel. When signals
meet, they are removed and replaced by new signals. The emitted signals
only depend on the nature of colliding ones.

One key feature of AGC is that space and time are continuous. This
has been used to do fractal parallelism (Duchier et al., 2010, 2012)). More-



over, Zeno effects can be implemented to generate unbounded acceleration;
in particular to allow infinitely many discrete transitions during a finite du-
ration. This has been used to decide the halting problem and to implement
the Black-hole model (Durand-Lose, |2009a). It has also been used to carry
out exact analog computations (Durand-Lose, 2008a) 2009b).

This is achieved with rational signal machines: speeds as well as initial
positions are rational numbers. Since the positions of collisions are defined by
linear equations in rational numbers, the collisions all happen at rational po-
sitions. This is important since rational numbers, and thus signal machines,
can be handled exactly in classical discrete computability.

One early question in the field was whether, starting from a rational
signal machine, accumulation could lead to an irrational coordinate. An
accumulation at /2 was provided in [Durand-Lose| (2007). The question
became to characterize all the possible accumulation points. Please note
that forecasting accumulation for a rational signal machine is as undecidable
as the strict partiality of a computable function: it is YX9-complete in the
arithmetical hierarchy (Durand-Lose, |2006b)).

The present article focuses on isolated accumulations: in the space-time
diagram, sufficiently close to it, there is no accumulation point and nothing
except in the casual past—or backward light cone—as in Fig.. The
accumulation on Fig.is not isolated because of infinitely many left signals
on the right. Please note that there are also accumulation of left signals on
the left at the top of the space-time diagram. These accumulations are static
and happen away from any collision.

The accumulations in Fig. form a cantor set. The ones in Fig.
are on a curve (right upper limit) and are almost all accumulations of signals
away from any collision: they are the above limit of infinitely many signals.

(a) Non isolated single (b) Accumulating on a (¢) Accumulating on a
accumulation Cantor set curve (upper right)

Figure 2: Non-isolated accumulations.

Rational signal machines can be simulated exactly on a computer. The
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time of an accumulation is thus a c.e. number since it is the above limit
of a computable Zeno phenomenon. For the spatial position, by slanting
the space-time diagram, an increasing sequence is exhibited. The drifting
correction provides a negative c.e. term. So that the spatial location is a
d-c.e. number as the difference of two c.e. numbers.

Proving that indeed any c.e. (resp. d-c.e.) number can be the time
(resp. place) of an accumulation is much more involving. To achieve this, a
two-level construction scheme is used. It is similar is spirit to the one used in
Durand-Lose| (2009b)) to implement Computable analysis. The control struc-
ture simulates a Turing machine that output orders to the outer structure.
It is composed of the control (simulation) embedded inside an accelerating
structure (inner structure) to ensure that the output is delivered in a bounded
time. The outer structure undergoes a shrinking process (generating the ac-
cumulation). Before performing any shrinking step, it makes an elemental
movement according to the received orders. Specially designed control and
outer structures provide (rational) signal machines and initial configurations
that accumulate at any c.e. time (resp. d-c.e. spatial position).

This article is the full version of Durand-Lose (2011b) which goes beyond
Durand-Lose| (2010) which ended up having a major flaw: the accumulation
positions do not need to be computable as is proven here by accessing all c.e.

Definitions are gathered in Sect.[2l Section[3] shows that the temporal
(resp. spatial) coordinate of isolated accumulations is always c.e. (resp.
d-c.e.). Sectionf] presents the multilevel architecture uses as well as some
naming conventions. Section[p] presents the control part: a simulation of a
Turing machine with input and output for d-c.e. numbers. Section[6] presents
the inner structure with unbounded acceleration. Section[7] presents what is
to be expected from the outer structure. Sections [§ and [J] present outer
structures to accumulate respectively at a c.e. time and at a d-c.e. spatial
position. Section[L0] concludes the article.

2 Definitions

2.1 Abstract geometrical computation

A signal machine collects the definitions of available meta-signals, their
speeds (positive for rightward signals and negative for leftward ones) and
the collision rules. For example, the machine to generate Fig. is com-
posed of the following meta-signals (with speed): left (1), zig (4), zag (—4),



and right (-1). Two collision rules are defined:
{left, zag} — {left,zig} and {zig,right} — {zag, right} .

It might happen that exactly three (or more) meta-signals meet. In such a
case, collisions rules involving three (or more) meta-signals are used. There
can be any number of meta-signals in the range of a collision rule, as long as
their speeds differ (i.e. they are not parallel).

Definition 1 (Signal machine) A Signal machine is defined by (M, S, R)
where:

1. M is a finite set of meta-signals,

2. S is a function from meta-signals to real numbers, it assigns speeds to
meta-signals, and

3. R is a deterministic set of collision rules. A collision rule is written
p=p — p" where p~ and pT are sets of meta-signals of all different
speeds, and p~ must have at least two meta-signals. R is deterministic:
p # p/ implies that p~ # p'~. When appropriate, p can be considered
as a partial function, a rule is then written R(p~) = p™.

A configuration is a function from the real line (space) into the set of
meta-signals and collision rules plus two extra values: @ (for nothing there)
and % (for accumulation). Any signal or collision must be spatially isolated:
there is nothing else but @ arbitrarily closed. The accumulation points of
non-@ locations must be %. These are spatial, static, accumulations like on

top of figures [2(a)| and -

Definition 2 (Configuration) A configuration, c, is a function from the
real line into meta-signals, rules, @ and % (let V = M U RU {©, %} so that
¢ :R — V) such that:

1. all signals and collisions are isolated: Vz, c(x) € M U R implies that
Jde, O<e and Vy, 0 < |z —y| < ¢, ¢(y) = @, and

2. spatial accumulation are marked accordingly: any x that is an accumu-
lation point of c™*(V'\{@}) verifies ¢(x) = % (2 in R is an accumulation
point of a subset E of R iff Ve, 1 < |[EN(x —e,2 + €)]).

The first condition implies that there is at most countably many signals
and collisions on the line. In the rest of the paper it is always considered



that this number is finite since we are dealing with isolated accumulations.
The last condition implies that @-valued locations form an open set.

If there is a signal of speed s at x, then, unless there is a collision before,
after a duration At, its position is z+s-At. At a collision, all incoming signals
are immediately replaced by outgoing signals in the following configurations
according to collision rules.

Definition 3 (Dynamics) Considering a configuration, ¢, the time to the
next collision, A(c), is equal to the minimum of the positive real numbers d
such that:

T +d (

) = 2+d5’(/l2) s
dxi, 29 € R, Ay, g € M c(a:l) = V(c
V(

(1) =p~ = pt A €pt) |
(22) =p~ = p" Apus € p7) .

It is o0 if there is no such d.

Let ¢; the configuration at time ¢, for ¢ between ¢ and t + A(c¢;), the
configuration at t’ is defined as follows. First, signals are set according to
co(@) = piff ¢(x) = pV (e(x) = p~ = pt Ap € pt) where z = 2/ +
(t—t')-S(p). There is no collision to set (¢’ is before the next collision). Then
(static) accumulations are set: ¢y (x') = ¥ iff 2’ is an accumulation point of
¢, (M). Tt is @ everywhere else.

For the configuration at ¢ =t + A(¢;), collisions are set first: ¢y (2') =
p- = ptiffforall pep, a(x,) =pV(alz,) =p~ — p" Ap € pt) where
x, = + (t—t')-S(p). Then meta-signals are set (where there is not already
a collision), then (static) accumulations.

The sequence of collision times is defined by: to =0, t,41 = t, + Alcy,).
This sequence is finite if there is an n such that A(c¢;,,) = 4+00. Otherwise,
since it is non-decreasing, it admits a limit. If the sequence is finite or its
limit is infinite, then the whole space-time diagram is defined. These cases
are of no interest here since there is no non-static accumulation.

Only the last case is considered from now on: there is a finite limit, say .
The configuration at ¢ is defined as follows. First (dynamic) accumulations
are set: cj(x) = * iff Ve, 0<e then there exists 2" and ¢’ such that |v—2'[ <e¢,
t—e <t <tandcy(2') € R. Then collisions are set: c;(z) = p~ — p7 iff for
all u € p~, e, Ve/, 0<e’<e, holds ¢;_. (2" —'-S(p)) = p. Then meta-signals
are set: c¢p(z) = p iff Je, V&', 0<e’<e, then ¢;_ (2" — €-S(n)) = p. Finally,
static accumulations are set.

Each time, a position is set only if it is not already set. At the end
every unset position is assigned ©. Please note that this definition does
not always define an extension to the computation (when there are infinitely



many signals, A(c) is an infimum that could be equal to zero), nevertheless
it does in the cases considered here.

A space-time diagram is the collection of consecutive configurations which
forms a two dimensional picture. Figure[3(a)] provides a space-time diagram
with three signals in the initial configuration (normal, thick and dashed)
and three collisions at time ¢, ty and 3 (little circles). The same meta-
signals are involved in the first and third collisions (normal and thick) so
that the same meta-signals (thick, normal and dotted) emerges. Collisions
are deterministic.

Definition 4 (Casual past and isolated accumulation) Let S, . and
S,nin (maximal left speed) be the maximum and minimum values taken by
the speed function S. The value at position (z,t) in the space-time diagram
only depends on the values at the position on the casual past or backward

light cone:
I (z,) = { (&/,¥)

This is illustrated in Fig.[3(b)] An accumulation at (zg,t) is isolated if,
sufficiently close to (xg, to):
— there is nothing but @ out of the casual past, and
— there are infinitely many signals and collisions but no accumulation
in the casual past.
It is a purely dynamical (and local) accumulation.

' <tAS @Lw<f—x<&mﬁuo}

max

time )
i3
to ©
£
tq
to Casual past
Space space
(a) Space-time diagram. (b) Casual past or backward light

cone.
Figure 3: Example of a space-time diagram and casual past.
Definition 5 (Rational signal machine) A signal machine is rational if

all speeds are rational numbers and non-@ positions in any initial configura-
tion must also be rational numbers.



Since the position of collisions are solutions of systems of rational linear
equations, they are rational. In any space-time diagram of a rational signal
machine, as long as there is no accumulation, the coordinates of all collisions
are rational.

The dynamics is uniform in both space and time. Space and time are
continuous; there is no absolute scale. So that if the initial configuration is
shifted or scaled so is the whole space-time diagram.

2.2 c.e. and d-c.e. real numbers

A computable sequence is defined by a Turing machine (or any equivalent
model of computation) that on input n outputs the nth term of the sequence.
Equivalently, it is also defined by a Turing machine that outputs the infinite
sequence on a write-once tape in infinite time. A rational number may be
written in any reasonable encoding.

Computable real numbers are the limits of computable real sequences of
rational numbers such that the precision is known and decreases to zero (e.g.
|z — x,| < 27™). Such a convergence is called effective.

Definition 6 (c.e. and d-c.e. numbers) A real number is c.e. (compu-
tably enumerable) if there is an increasing computable sequence of rational
numbers that converges to it.

A real number is d-c.e. (difference of computably enumerable) if it is the
difference of two c.e. numbers.

An effective sequence can be turned into an effective increasing sequence
by considering at each stage the least possible value for the approximation
considering previously output approximations. But computable increasing
converging sequences cannot be turned into effective one since there is no
information on the precision. To understand consider the Chaitin’s constant
Q) equals to the sum of 27" over n’s such that the nth Turing machine stops on
the empty entry. To built a computable increasing sequence that converges
to it, it is enough to enumerate N? considering each entry as a pair: (number
of Turing machine n, number of iterations m) and add 27" each time the nth
Turing machine stops on the empty entry in exactly m iterations. If there
were any effective sequence converging to €2, the halting problem would be
decidable.

On the one side, the c.e. numbers are closed by rational addition and
positive rational multiplication but they not closed under subtraction. If it
were closed by subtraction, then —¢2 would be the limit of a computable in-
creasing sequence, so that €2 would also be the limit of a decreasing sequence.



Since it is possible to construct an effective sequence from an increasing and
a decreasing ones, €2 would be the limit of an effective sequence.

On the other side d-c.e. numbers form a closed field (Ambos-Spies et al.,
2000) and are also characterized by:

Theorem 7 (Ambos-Spies et al. (2000)) A real number is d-c.e. iff there
is a computable sequence (x,) that weakly effectively converges to it in the
sense that the sum ) |Tni1 — 2| converges.

This representation is used for defining the control in Subsect.[5.1] and for
the spatial constructions in Sect.[9

3 Only (d-)c.e. coordinates

Let us consider any isolated accumulation at (xg, ty) on a rational signal ma-
chine. The configuration is “clipped” sufficiently closed to the accumulation
so that there is nothing out of the casual past. It is rational and finite.

From a (rational) signal machine and a (finite) configuration, it is straight-
forward to build a Turing machine that treats the collisions and updates the
configuration forever. This follows the dynamics at collision times as defined
in Def. , the function A(.) is easy to compute since there are finitely many
signals and computations with rational numbers are made with exact preci-
sion. (Indeed this has been programmed in java to generate the illustrations.)

Let modify the machine so that it outputs the sequence of the (rational)
time of collisions. This (computable) sequence is increasing and converges to
the time of the accumulation.

Lemma 8 The time of any (rational) isolated accumulation is c.e.

A space-time diagram can be slanted by adding the same drift to all
signals. This is done by increasing all their speeds of the meta-signals by the
same amount. For example, starting from Fig., by adding 1, 2 and 4 to
all the speeds, the diagrams of Fig.[d] are generated.

Let d be any integer, the d-drift of a signal machine A is a signal machine
A defined like A but all the speeds are incremented by d, i.e. S(p) = S(u)~+d.
For any A-configuration ¢, the corresponding A-configuration ¢ is identical
but the dynamics is drifting: é(c) = ¢;(c — d-t) (proof by induction on t,).

With a sufficiently large integer drift, all speeds become positive, so that
the configuration has to move to the right, or at least, the position of its
leftmost signal does. Consider a modification of the above Turing machine
so that each collision time, it outputs the spatial position of the leftmost
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Figure 4: Examples of drifts by 1, 2 and 4.

signal. This produces an increasing sequence that converges to the spatial
position of the drifted accumulation. This position, 2y, is c.e.

While the times remain unchanged, the spatial positions of signals and
collisions (and hence accumulation) are moved by d-t where d is the drift and
t is the time. To correct the drift for the accumulation and recover xq, the
spatial position in the original dynamics, d-t, has to be removed where %, is
the time of the accumulation. Since tj is c.e. and d is an integer, d-t; is c.e.
So that To = 1?0 - dto is d-c.e.

With a sufficiently large negative drift, a decreasing converging sequence
is generated. This generates the opposite of a c.e. (a co-c.e.) real number.

Lemma 9 The spatial position of any (rational) isolated accumulation is d-
c.e. The coordinates of an isolated accumulation can be expressed as (y —
d-to, to) or (d-tg — ', to) where y,y and ty are c.e. and d is an integer.

4 Global architecture and conventions

This section presents the general scheme to provoke an accumulation at a
given location. It is based on a two-level structure: one handles the ele-
mentary movements and the accumulation, the other provides the shifting
instructions to the first. The first one is called the outer structure, it moves
and shrinks. The second one is called the control structure, it simulates a
Turing machine and ensures that the output come in due time. The latter is
composed of the control that does the computation and the inner structure
that repeatedly accelerates the control to ensure that whatever the compu-
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tation length, the output comes in bounded time. They are activated in
sequence as shown in Fig.[5] This cycle never stops.

>~ _restart accelerating freeze o
\‘/71~\\__ inner structure _“_,,\’

T, _shrink ¢ move .

— . outer structure ..o

Figure 5: Two-level structure dynamics.

On each iteration, the outer structure ensures that the structure and
everything that is embedded inside it is first moved so as to get to the right
location at the limit and then scaled down by a constant factor (here one
half). The movements depend on the kind of location aimed at. This is
presented in more details in Sect.[7] and concrete constructions are provided
in sections [§ and [

These shrinking step is illustrated with three steps in Fig.[6(c)] This
process is detailed in \Durand-Lose| (2011a)). It is repeated forever generating
an accumulation.

Shrinking a computation accelerates it. Thus the iterated shrinking
scheme also provides an unlimited acceleration. This is used in the inner
structure in order to guaranty an output within a given delay. But this iter-
ated shrinking has to be stopped once the output is generated since otherwise
it would provoke an unwanted accumulation.

The control simulates a Turing machine with output as described in
Sect.[)l The control is stopped after each output so that there is no an-
ticipated output to handle.

4.1 Graphical and naming conventions

In the illustrations, time elapses upward. Some space-time diagrams have
different space and time scales for readability purposes. Even if the speed
indicated do not match the illustrations, the sequence of collisions are cor-
rect as well as proportions following each axis. When the meta-signals are
indicated on a space-time diagram, collision rules can be read directly.
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The following drawing conventions are used. The meta-signals for the
control are drawn solid while the ones for the inner structure are dashed
and for the output structure dotted. The only exception is for the signals
corresponding to input/output between structures that are drawn solid.

Similarly, the names of the meta-signals for the inner structure are pre-
fixed by an i index (like in ;back). For the outer structure, the prefix is o

(like in M) These prefixes are important since both structures include
interactive shrinking, and thus there is a lot of corresponding meta-signals
with similar semantics and names.

Over arrows are used to indicate the direction of meta-signals (i.e. left for
negative speed and right for positive speed) like in E and Z and no arrow
for motionless (i.e. null speed) meta-signals.

The index s and f indicate slow and fast meta-signals that works in pair.
The index | and h indicate low and high in a pair of signals that work in
conjunction.

A collision rule is blank when outgoing meta-signals are exactly incoming
meta-signals. Such rules are never listed. It is understood that undefined
rules are blank.

5 Control

The control is a type-2 Turing machine with only one working tape, it pro-
vides an infinite sequence of finite output. After sending an output, the ma-
chine enters some waiting state. In remains in such a state until it receives
some acknowledgment. It then resumes its computation and then sends the
next output. Outputting is thus blocking.

A Turing machine can be simulated quite easily with signal machines as
depicted in Fig.[6(b)] where the computation in Fig.[6(a)] is simulated. In
the example, the value output is 11. Each vertical line/motionless signal
encodes a cell of the tape. The head location and state are encoded by a
moving signal. One collision carries out one iteration of the Turing machine.

Finitely many signals are used since the written part of the tape is finite.
A # signal is used to mark the last cell on the right. Each time the tape
might need to be enlarged, the # signal is turned to # and a new # signal is
added further right. This is done so that the distance to the new cell is only
a fraction of the previous inter-cell distance. This ensures that, even though
the number of cells is not bounded, the space used to encode the tape (and
the whole Turing machine) is bounded. The continuity of space allows to
stack an unbound number of signals in a bounded space.

Output is sent on the left as signals, one signal per symbol. Each time a
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Figure 6: From Turing machine to control structure.

symbol is output, the signal encoding the head is sent on the right to bounce
and come back. In the Turing machine, the head does not move when an
output is done. In the simulation, the bouncing produces the iteration delay.

Waiting is ensured by having only null-speed signals, the one encoding
the cell of the tape also encodes the state (and the position of the head) as
wait" in the Fig.[6(b)]

Computation is resumed on receiving a ,scale, signal (introduced later).
This signal is restored (it is needed by the outer structure) together with
the result of the waking transition of the Turing machine. (This is not
illustrated.)

5.1 Control output for d-c.e.

In this section, a representation of any d-c.e. number by an infinite com-
putable sequence of integers is provided. This sequence is provided in unary
by the control.

Let z be any d-c.e. number. By Th.[7, there is a Turing machine that
generates a sequence of rational numbers z,, such that this sequence converges
tox and ) |Tny1 — 2p| converges. If x is c.e., it is also requested that the
sequence is increasing (and the last part of the condition is trivial).
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Let v be any positive rational number. (It is used as a scaling factor in
following sections.) Let us define the sequences:

1 2n+1
= | —x n - Tn — Tn €n 1
w=|La] e |
(6]
€) = Ty — &.Yo En+1 = Tp+1 — Tn + €n — Wyn—‘rl (2)

where |u] is the greatest integer less or equal to v (|u] < wu < |u] +1). It
follows that o

So that e, converges to 0 and the sequence defined below, z,, converges to x
because, using ,

len] <

n
«

Zn = - %Y = To—¢o + Zl (—ei+ @ — i1+ €i-1)

= x,—€, .

2, 1s an approximation of x,, up to ;. This is not a signed binary extension
approximation since y,, is any integer and it is not bounded. Moreover, e,, is
the error to x,, not to x.

Since z,, is a computable sequence of rational numbers, then y, and e,
are computable sequences of respectively integers and rational numbers.

If x is a positive c.e. number, then the computable sequence is increasing,
so that only non-negative values are output; y, is a sequence of natural
numbers.

In the following, the control output y,, in unary (with 1 for negative values
and with 1 for positive values) then waits. This loop is repeated forever.

6 Inner structure

The control is embedded inside an accelerating/shrinking structure in order
to ensure that all the output is generated in a bounded time. The control
plus this inner structure form the control structure. Figure shows the
fist activation of a control structure.

The output leaves on the left, unaffected by the inner shrinking. This is
done by canceling the collision rules from the shrinking structure that would
act upon the meta-signals used for the output. The output is collected and
processed by the outer structure.

To ensure that the inner shrinking structure itself does not generate any
accumulation, it is also blocked after the output and resume on relaying the
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<__—_
oscale, acknowledgment. This is done by freezing the structure when some
waiting signal (wait{* in the example) appears in the control.

At each iteration of the shrinking structure (dashed lines on Fig.

—
one signal, ;back, has to cross the configuration from left to right to start the

. . . . A A . .
next shrinking iteration (where ;scale, and ;scale; signals are released). Since

-
;back crosses the control, then if any waiting signal is here, it meets it. In
such a collision, the waiting signal is restored (not to lose any information)

-
but ;back is not (as can be seen on top of Fig.: it disappears and the
shrinking is stopped.

— .
A ,scaley, restarts the control structure by awaking the control (at the

waiting signal) and then generating a new ;back signal on the left side (at
;bordery). The inner structure is restarted after the control. This restarting
is illustrated at the top of the space-time diagrams in figures [7] and [9}

It might happen that the ;back signal cannot reach the right side because
it meets the new waiting signal before. This is not a problem since the
inner structure is only there to accelerate the control and not to ensure
any shrinking. The outer and control structures are organized such that
everything works perfectly even if the inner structure never performs any
shrinking step.

7 Outer structure

The outer structure Waitsa_’fl>xed time before collecting and processing the
next output: the time for ,back to cross from left (,border;,) to right (,borderg).
The control structure has a limited activation time for outputting. But since
it is embedded inside a shrinking structure, the Turing machine has an unlim-
ited number of iterations ahead of it. This unbounded acceleration ensures
that the output is available in due time.

The whole control structure iteration (control, shrinking, and outputting)
takes place inside a triangle at the bottom. This triangle is delimited by a
rightward signals, ,back (it works for the outer structure identically to ;bac
for the inner one) and a motionless signal on the right, ,borderg (the last of
the configuration). In the following activation of the control structure, it is
bounded from below by a leftward signal.

When an order is issued, the control structure is blocked with all its
signal parallel as explained. The output of the control structure is the input
of outer structure. It encodes an integer in unary notation and shift by shift
elementary movements are made by the outer structure consuming one by
one all the signals of the input.
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Preserving the input is simple: signals have to cross ,Ia_c_l)(. The first
signal of the output is removed and ,back is replaced by a signal recording the
erasing. All the remaining signals are turned into motionless signals shifted
like the control structure signals. After doing the first atomic shift, ,bac
is reissued on the left. It collects the next input signal. When the input
is totally processed, ,back reaches the right end unaffected and a (outer)
shrinking starts.

Apart from signals from outer structure, all signals (input and control
structure) are parallel. Parallel signals are easy to move preserving their
relative position as illustrated on Fig.[6(c)|where null-speed signals amounting
for the tape cells go from one triangle to the next. Each time their distances
are scaled by one half.

The outer structure provides the isolated accumulation but it moves (or
waits) at each iteration so that to make the accumulation happens at some
position according to the control.

When the order is carried out as well as the (outer) shrinking step, the
control structure is restarted as explained above by the passing of the higher
(i.e. slowest) of the two signals emitted from the right, ,scale,. This signal
turns the slanted signals into motionless ones to end the shrinking process
as well as awakes the waiting signal and regenerates a (inner) ;back signal.
It is fast enough so that the control structure cannot catch up with it.

The whole process is exemplified in the different figures.

8 Accumulating at a c.e. time

On the nth iteration, the outer structure receives y, as a unary encoded
natural number output by the control. It waits g, time the current delay
and then shrinks the whole configuration by one half and wakes up the inner
control.

If y, is 0 (encoded as the empty word), the outer structure just shrinks
as in Fig.: the bottom signal, m, crosses the configuration from left
to right, does not meet any input and starts the shrinking process.

Flgure illustrates a unit delay: ,back crosses the configuration left to
right, collects the unique 1 input and changes to m. It goes forth and, as
oloop, back to the left and starts again as ,back. But this time it encounters
no input and starts the shrinking process.

If the y, is greater, like in Fig.ﬁ

hon .
c¢)l, the other 1 ’s are stored as motionless

s
signals ,1 (vertical lines on the examples). Then each time ,back passes it
collects one and loops.
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(The bottom of each space-time diagram is simplified: the run of the control has been removed and
replaced by the output.)

Figure 7: Shrinking step and delays.

e
Figure presents the outer structure alone with input 1 1. The signal

machine (meta-signals and collision rules) is defined on the left. Meta-signals
are indicated on the space-time diagram on the right. It can be seen how the
input is handled and how ,loop is generated.

The delay corresponds to the time for the signal to go forth and back
the configuration. Since the configuration is shrunk by one half each time,
the unit delay sequence is geometrical with one half factor. The sum of the
delays is z, for some scaling factor a depending on the initial configuration.

The outer shrinking process alone provides a term to the final accumula-
tion time. This term, g, is the sum of a geometrical sequence of factor one
half, which is rational (the initial value depends on the initial configuration
which is rational). It is easy to scale down the initial configuration so that g
is less than ty, the c.e. wanted for the time of the accumulation. Since c.e.
numbers are stable by rational addition, ¢ty — ¢ is c.e. and the control should
output the sequence corresponding to it and « (as given by the scale of the
initial configuration). Since the sequences are converging, there is indeed an
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Figure 8: Meta-signals and rules for the outer structure for c.e. time.

accumulation.

Theorem 10 For any c.e. number, there is a signal machine and an initial
configuration that has only one accumulation and this accumulation happens

exactly at that time.

Figure illustrates a run with a control that always outputs 11.

9 Accumulating at a d-c.e. spatial position

On the nth iteration, the outer structure receives v, as a signed unary en-
coded integer from the control. The whole structure moves left (for nega-
tive values) or right (for positive values) the corresponding number of shifts
(atomic movements). Each shift is equal to the width of the configuration.

Similarly to the previous case, a ,back signal crosses the configuration.
If it encounters any (signed) bit input, it records the first one and store the
next ones as motionless signals. It processes the shift corresponding to the
record@)it and then starts checking again.

If ,back encounters no input, then there is no movement and the shrinking
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process is started. Figure illustrates this case; it similar to the one in

Fig.

-

(b) right move

..........

(¢) double left move ' - (d) no move

(The bottom of each space-time diagram is simplified: the run of the control has been removed and
replaced by the output.)

Figure 9: Shifts and shrinking.

fe
If the input is a sequence of 1 then, before shrinking, for each one, the
whole conﬁgurat(;z)n is shifted by its Wiﬁl(l_on the left. This is illustrated

in Fig.9(a)| for 1 and in Fig.9(c)/ for 1 1. Figure presents the latter
example with the names of the meta-signals and collision rules indicated but

without the inner structure. Signal ,back Chgnges to Ol‘e?t as it collects the
first 1 and then changes all the remaining 1 into ,1 so that they become
parallel to the signals of the inner structure.

When the outer structure is activated, all signals from the inner structure
are parallel so that it is very easy to change their direction and then to restore
them. The d(irc;ction of the signals for the inner structure is changed forth
a;ld back by ,left;. When shifting they have the same direction as ,lefts and

ol.
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e e

During the shift, two pairs of parallel signals, ,lefts, ,lefts, form a paral-

lelogram. This ensures that the distance is the same. All distances between
the signals of the inner structure are similarly preserved.

6&7\« e Collision r%bs
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oletS7 f.le—ftf — | gbordery, Hﬁ
— —
{ obordery,, ,lefts } — { olefts, ,borderp }
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ot e L= o dul
§ JeR {oback, T } — {,left}
A
oo
3
Meta-Signal | Speed
olefts -4
olefts -3/4
=
ol -3/4
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<
1| -1/2
Jleft 1

(Undefined meta-signals ans collision rules are as defined in previous figures.)

Figure 10: Meta-signals and rules for the outer structure for d-c.e. position,
left move.

%

If the input is a sequence of 1’s then, for each one, the whole configura-
tion is shifted by its width on the right before shrinking. This is illustrated
in Flg. for 1. Flgure presents the construction with on the input

1 1 the names of the meta-signals and collision rules indicated but without

: : —_— . —
the inner structure. Signal ,back changes to ,right as it collects the first 1
and then changes all the remaining 1 into ,1 so that they become parallel

to the signals of the inner structure.
The construction is somehow symmetric to the left construction. For

G-l
the right shift in Fi, the ,right-,rights parallelogram is not drawn com-
pletely: the upper ,rights is missing, but the diagonal signal, ,rights, ensures
the correct positioning and the preservation of distances. The speed of ,rights
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has been computed so that it is indeed a parallelogram. As before if the move-
ment is of more that one shift, all the other signals of the input are stored
and treated one after the other as depicted in Fig.|[11]

Care has been taken so that the atomic shift is exactly by one width on
left and right and the corresponding time delay is the same. (Like many
claims in this paper, it can be proven by simple geometrical computations.)
A large run is displayed in Fig.|12(b)}

Collision rules @_ o
— —_— Plesc
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. R el o
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. . — 3 'y =
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— : - 2
{orlght7 1 } — {01, Orlght} e - 8
— e e oright
{oback, 1 } — {right } . 2 S—
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_— ozﬂ: J— E- e ﬁi —
oright o TE
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(Undefined meta-signals ans collision rules are as defined in previous figures.)

Figure 11: Meta-signals and rules for the outer structure for d-c.e. position,
right move.

To accumulate on a given d-c.e. number, the right extremity of the struc-
ture should be set at coordinate 0. The right extremity has to be considered
as origin point because the shrinking is always done on the right. The value
of a can be chosen to be 1 by scaling and then the control Turing machine
can be designed.

The whole structure accumulates because the total time is: the outer
structure shrinking time—which is finite as a geometrical sum——plus the
time for the shifts. The unitary shifts, whether on left or right, have the
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same duration. This duration is proportional to the shift so we have to
ensure that ) |y,|2™" converges.

2n+1
Y] < (Tpi1 —xpn+e,)|+1 (from (1))

Q

BYEs) Ynt1| < [Tpt1 — 20| + [en] + ontl
Q Q

W ‘yn+1‘ < ’xn+1 — fEn’ + 32n+1 (fI"OHl )
Q Q

Z W‘ynﬂ‘g Z |1 = 2a| +3 Z ontl
0<n<N 0<n<N 0<n<N

From Th.[7] the first sum converges (and the last one obviously does) thus
there is an accumulation.

Theorem 11 For any d-c.e., there is a signal machine and an initial con-
figuration that has only one accumulation and this accumulation happens
exactly at that spatial position.

10 Conclusion

By considering a universal Turing machine in the control, Th.[I0] can be
extended as: there is a signal machine that can accumulate at any c.e. time
depending only on the initial configuration. Similarly, Th.[11]can be extended
as: there is a signal machine that can accumulate at any d-c.e. spatial
location depending only on the initial configuration. Renaming the meta-
signals, it is possible to merge these two machines.

Theorem 12 There is a rational signal machine that can generate isolated
accumulation at any c.e. time or d-c.e. spatial position depending on the
initial configuration.

Following the restriction on the coordinated expressed in Lem.[9 we con-
jecture that there can be an isolated accumulation at any such coordinates,
i.e., time and spatial position simultaneously as long as the condition is sat-
isfied.

When spatial dimension 2 and above is addressed, it seems that each
spatial coordinate could be treated independently and the same results would
hold with a similar relation with time.
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(a) 11.11.11... delays (b) 1.11.111.1111. .. left and right moves

Figure 12: Longer runs.
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