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Foreword

m ungrammatical utterances are an everyday phenomenon
m some utterances are more ungrammatical than others
m JP Prost’s PhD thesis [2008]

contributions:
m model-theoretic semantics for property grammars
m loose models for quasi-expressions

m scoring functions for comparative judgements of admissibility
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Sentences of decreasing acceptability

=

Les employés ont rendu un rapport trés complet a leur employeur [100%)]
The employees have sent a report very complete to their employer

Les employés ont rendu rapport trés complet a leur employeur [92.5%]
The employees have sent report very complete to their employer

Les employés ont rendu un rapport trés complet a [67.5%]
The employees have sent a report very complete to

Les employés un rapport trés complet a leur employeur [32.5%]
The employees a report very complete to their employer

Les employés un rapport trés complet a [6%]

The employees a report very complete to their employer
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Gradience

We are interested in two questions: given an expression or a
quasi-expression:

m what is the best (quasi-)analysis for it?

m how grammatical is it?

Bas Aarts [2007]:
m intersective gradience (classification)

m subsective gradience (prototypicality)
Examples: bat, pinguin
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Possible models for a quasi-expression

7/ P\ /
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N emprunte N s *
| hab taken |
Marie pour Marie a emprunté
Marie | on Marie has taken \

un chemin P, pour
path Nﬂ
tres long un Ailv | T
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dels for related quasi-expressions

S
\VP
T/ \PP
les cmplovcs ont T cndu N/ /

3 N
the employees have sent T / \
A N

mpport A lv A a

report to
tres Cf Umplet leur employeur
very complete their employer

N *btd'\
T/\ ety
m e o

un mpport Adv A

a report
tres complet
very complete

ier, Jean-Philippe Prost, Thi-Bich-Hanh Dao A Model-Theoretic Framework for Grammaticality Judgements



(some) Formal options

GES/MTS (Pullum&Scholtz [2001], Pullum [2007])

m GES: ill-suited
m MTS:
®m grammar = constraint
m defined in terms of satisfaction (open to violations)

m compatible with degrees of ungrammaticality

OT (Prince&Smolensky [1993])
m grammaticality = optimality

m cannot distinguish between expressions and quasi-expressions
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Property grammars (Blache [2001])

Property Grammars

Property Grammars are the transposition of phrase structure
grammars from the GES perspective into the MTS perspective
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Production rules as constraints

NP —-DN

m GES: rewrite rule
m MTS: constraint
m satisfied in a tree iff satisfied at every node
m satisfied at a node iff: either the node is not labeled with NP,
or it has exactly 2 children, the 1st labeled with D, the 2nd
labeled with N
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Model-theoretic semantics for CFG

A CFG is a set of production rules (1 per non-terminal; use
alternation where necessary)

m class of models: trees labeled with categories

m a tree is a model of the grammar iff every rule is satisfied at
every node

m o — B1...0, is satisfied at a node iff: either the node does
not have category «, or it has a sequence of exactly n children
labeled respectively 81 through (3,
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Coarse-grained constraints

NP —-DN

For a NP there must be:
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obligation A:AB at least one B child

uniqueness | A: B! at most one B child

linearity A: B < C |a B child precedes a C child

requirement | A: B = C|if there is a B child, then also a C child
exclusion A:B < C|B and C children are mutually exclusive
constituency | A: 57 the category of any child must be one in S
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Fine-grained constraints

NP —+DN

becomes:

(1) NP: AD (a D child)
(2) NP : D! (only one)
(3) NP : AN (a N child)
(4) NP : N! (only one)
(5) NP : {D,N}? (nothing else)
(6) NP:D <N (the D child must precede the N child)

these can be independently violated
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Property Grammar for Fre

S (Utterance) AP (Adjective Phrase) | PP (Propositional Phrase)
obligation : AVP obligation : A(A V' Vipast part]) obligation : AP
uniqueness : NP! uniqueness : Al uniqueness : P!
. . cvPl * Vipast part]! . _chpl
linearity : NP < VP . Adv! linearity : P < NP
dependency : NP ~~ VP linearity : A < PP P < VP
CAdv < A requirement : P = NP
exclusion : A # Vipast part] dependency : P ~~ NP

NP (Noun Phrase) VP (Verb Phrase)

obligation : A(N V Pro) obligation : AV
Uniqueness : D! uniqueness : V[main past part]!
;N : NP!
: PP! : PP!
: Pro! linearity : V < NP
linearity : D < N 1V < Adv
:D < Pro :V<LPP
D < AP requirement : Vipast part] = Vaux]
) :N < PP exclusion : Prof,
requirement : N = D : pro[dat] & pro[acc]
. AP =N dependency : V ~ Pro
exclusion : N ¢ Pro |:pers :| type pers
dependency : N ~~+ D case nom
gend gend num pers
num num num
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Formal definition of property grammars

L a finite set of labels, S a finite set of strings

Pr= Hc:a < e,
Co:ACl,
Co: cl,
Co: C1 = O,
Co:c1 o,

c:s1? | Ve, c, 00 € L, Vs1 C L}

Property grammar

G:(P(;,LG) PGgpg LGQ,CXS
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Semantics of PG by interpretation over syntax tree structures

syntax tree 7 = (D;, L, R;)

m tree domain D,
m labeling function L. : D, — L

m realization function R, : D, — S*

tree domain

a finite subset of Njj closed for prefixes and for left-siblings,
where Ng = N\ {0}

A (m) = max {0} U {i € No | i € D, }
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Instances of Properties

Every property in Pg must be checked at every node in D, and for
all possible choices among its children.

o :a <] ={(c: ca < @)Q(m,wi,nj) | Vr,mi,nj € Dy, i #j}
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Instances of Properties

Every property in Pg must be checked at every node in D, and for
all possible choices among its children.

Z:[6] = H{Z:[p] | VP € P}
o :a <] ={(c: ca < @)Q(m,wi,nj) | Vr,mi,nj € Dy, i #j}
(co: Aa)@(m) | Vm € D;}

Z, |[co all ={(co : a)Q{(m,wi,nj) | Vr,mi,mj € Dy, i #j}
Iico:aa = 2] ={(co: a1 = )0, wi,wj) | Vr,mi,mj € Dy, i #j}
Zco:ca 5 ] ={(c:a & )O(n,mi,nj) | Vo, 7i,nj € Dy, i # j}

Zrlco:s17] = {(co : s1?)Q(m, i) | Vmr,wi € D;}
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Pertinence

P-((co:c1 < @)O(m,wi,mj)) = Li(nr)=c AN L(mi)=a A L(1j)=c
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Pertinence

P-((co:c1 < @)O(m,wi,mj)) = Li(nr)=c AN L(mi)=a A L(1j)=c
P(e: Ac)O(m) = Li(m)=a
P-((co: cl)O(m,mwi,mj)) = L(r)=c A L(ri)=a A L(1j)=a
P-((o:a=o)Qmmrinj) = L(r)=c A L(ri)=a
P-((co:c1 4 @)0(m,mi,mj)) = Li(nr)=c A (L(ri)=a V L(7))=c)
Pr((co: 917)@(m, i) = Li(7) =
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Satisfaction

S:((co:c1 < @)Q(m,mi,mj)) = i<j
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Satisfaction

S:((co:c1 < @)Q(m,mi,mj)) = i<j
S(@: )0 = Vil =a|1<i<A(n)
S((co c@lm miym)) = i=j
S5-((co: a1 = 2)0(m,mi,7mj)) = LA(7j) €=
S(co: @ # )0mmim) = Limi)£a v L(m) o
S:((co:s17)0(m,wi)) = Ly(wi) € s
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Admissibility

A syntax tree 7 is admissible iff it satisfies the projection property,
i.e. Vm € D,:

A(m)=0 = (L) Ri(m)) € Lo
i=Ar(m)

A(m) #0 = R Z Re(ri)

Ac = admissible syntax trees for grammar G
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Strong Models

18, =1{reZ[G] | Pr(r)}
Ig,’r = {r S Ig,T ‘ ST(r)}
g, ={rel, | =5(n}

a syntax tree 7 is a strong model of property grammar G, with
realization o, iff it is admissible and R-(¢) = o and I =0
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Loose Semantics

admissible trees for utterance o

Aco={T7 € Ac | R-(¢) =0}

fitness

| \

FG,T = I+T/Ig,‘l'

loose models

| “m
N,

T:0R G iff 7 €argmax(Fg )

T'EAG,»
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Postulates

Failure cumulativity
Success cumulativity
Constraint weighting

Constructional complexity

Propagation
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Weighted Property Grammar

weighted property grammar G = (Pg, Lg,wg):
m (Pg,Lg) is a property grammar
m wg : Pg — R assigns a weight to each property
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Instance location

We write at(r) for the node where property instance r applies.

Vp € P, Vmo, 71,72 € NSZ

at(p@(mo)) = o
at(p@(mo, m1)) = o
at(p©<7T0,7T1,’/T2>) = Tp
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Sets of instances at node 7

If B is a set of instances, then B| is the subset of B of all
instances applying at node 7:

Blx ={re B|at(r) =7}

The sets of instances pertinent, satisfied, and violated at node 7:

0 0 — —
IGyTﬂT = /Gﬂ"ﬂ' Ig,T,Tl' = /27'_,7"7" G G,T’7r
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Cumulative weights at node 7

cumulative weights of pertinent, satisfied, and violated instances at
node 7:

WGT7T Z{WG X)|VX@y€IGT7r}
WGTTI’ Z{wc X)|Vx@y€IGT7r}
GT7T Z{WG |\V/X©y€IGT7r}
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Scoring factors

quality index, satisfaction ratio, and violation ratio at node m:

+ — +
W, . WGT7I’ - WG T, + G . ’ G,q—,7r|
G, — W + W— G,r,m — 40 | pG,T,ﬂ' - /0
G,7,m G, G, G,T,m
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Scoring factors

to account for constructional complexity:
TG,TJI’ = {C :C e Pg | LT(TF) = C}
completeness index:

11
G7 ’ T =
A b pep
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Index of grammaticality

index of precision:
PG,T,W = kWG,T,Tl’ + IPE7T’7T + mCG,T,Tr

index of grammaticality:

Perr amy Sors” 86 rmi if Ar(m) #0

germ =11 if A(r) =0

8G,rc is the score of loose model 7
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Index of grammaticality

index of precision:
PG,T,W = kWG,T,Tl’ + IPE7T’7T + mCG,T,Tr

index of grammaticality:

ver . {Pora ate X" gormi i Arlm) 0
sT,T0 1 |f AT(TI') == 0

8G,rc is the score of loose model 7

Pearson’s correlation coefficient

p = 0.4857
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Index of coherence

index of anti-precision:
AG,T,Tr = kWG,’T,T( - IPE,TJ + mCG,’T,T(
index of coherence:

A 7y S NG i i Ac() # 0

Term =4 if A(7) =0

7G.,re i1s the score of loose model 7
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Index of coherence

index of anti-precision:
AG,T,Tr = kWG,’T,T( - IPE,TJT + mCG,’T,T(
index of coherence:

A 7y S NG i i Ac() # 0

Term =4 if A(7) =0

7G.,re i1s the score of loose model 7

Pearson’s correlation coefficient

p = 0.5425
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Conclusion

Property grammars are well-suited to the task of modeling graded
grammaticality.

model-theoretic strong semantics

analyzing quasi-expressions:

m loose models
m fitness score to determine optimal loose models

m comparative admissibility of quasi-expressions:

m scoring functions
m Prost [2008] has shown that these functions can be tuned to
agree well with human judgements

m contraint solver under construction
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